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Dynamics of ocean jets over topography
ABSTRACT

Alternating jets seen in the oceans are often transient in nature as they possess spatio-
temporal variability. Ocean bathymetry is believed to be one of the primary causes for
the jet variability. In this thesis, the dynamics of alternating jets and mesoscale eddies is
studied in the presence of a zonally sloped topography in a baroclinic quasi-geostrophic
model, which is forced with an imposed vertical velocity shear. It is observed that the
jets tilt from the zonal direction and drift meridionally. The jets tend to align with the
barotropic potential vorticity isolines and drift speeds match well with the phase speeds of
linear Rossby waves. Thus, the linear dynamics controls the jet drift. Also, the tilted jets
are coupled to the imposed shear and are able to gain energy directly from the imposed
shear. On the other hand, eddies remove energy from the jets; hence, eddies act against
the jets. The results are further confirmed by analysing the mean-flow and eddy energy
budgets.

These results are limited to continuously forced dissipative systems. In weak dissi-
pation regimes, in addition to the tilted jets, purely zonal large-scale modes are observed.
The zonal modes gain energy from eddies and the tilted jets through nonlinear interac-
tions. The results suggest that alternating jet patterns in the oceans can also form due
to interactions among eddies and various large-scale modes. The mechanism is different
from the classical arguments, in which only mesoscale eddies force the jets. Also, a direct
energy transfer from the imposed shear to jets is not possible in the model of stationary
zonally symmetric jets. Further, it is found that energy transfer to the jets via Reynolds
stress work is higher in the layer having a positive meridional gradient in the background
potential vorticity. This is qualitatively explained by simple reasoning based on Rossby

wave group velocity.
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Snapshot of geostrophic velocity anomaly (30" June) on the ocean surface
from satellite altimetry data in the North-West Pacific. The zonal velocity
is shown in colour (units are in m s7!). Alternating jet patterns can be

seen inside the green boxes. . . . . . . . .. ... L.

Adopted from Khatri and Berloff (2018a). Sketch of the model domain. A
uniform eastward background flow U, is imposed in the upper layer. H;, p;
are the layer depth and density, respectively. nr is the topographic height.
x axis is along the zonal direction and the meridional axis y points into the

sketch. . . . . .

Baroclinic growth rates (red curves) of the most unstable modes for differ-
ent magnitudes of U, and T,. For the rest of the parameters, values shown
in table 2.1 were used in the computations. Blue curves represent the
background PV gradients in the meridional direction in individual layers.

Imaginary (w’) and real parts (w”) of frequencies obtained from the dis-
persion relation (equation 2.3). k, and k, are the zonal and meridional
wavenumbers, respectively. Top panels are for the flat topography case
and bottom panels correspond to the zonally sloped topography case with
T, =1.4x 1072 m~!s~!. For the rest of the parameters, values shown in
table 2.1 were used. Colorbar units are in 10~7s~!. Note that the top and

bottom panels have the same colorbar shown between the panels. . . . . .

Snapshots of the streamfunction field, v; (units are in m?s™!), in the top
(left panels) and bottom (right panels) layers at different times (top to bot-
tom: snapshots at 600, 1000, 1400 days) over a zonally sloped topography.
The simulation was run on a doubly periodic domain having 1024 x 512
grid points and the parameter values shown in table 2.1 were used. The
core of the numerical model used in this thesis has been developed by Dr
Pavel Berloff and his collaborators over the years. Topography was later
included in the numerical model as a part of the research work presented

in this thesis. . . . . . . .
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different simulations run with 7, = 0.83 x 1072, 1.4 x 107!? and 2.8 x
10712 m~'s™!, respectively (colorbar units are in s71); (g,h): PV anomaly
Hovmoller diagrams in the top and bottom layers (a meridional cross-
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for the medium-slope simulation); (i): Total energy time series in the three
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Adopted from Khatri and Berloff (2018a). EOF analysis of the streamfunc-
tion field in the medium-slope simulation (data for the last 10,000 days,
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EOF 1-2 in the top layer (colorbar range is [-1 1]); (c,d): Power spec-
tra (normalised to unity) of the PCs corresponding to these EOFs. One
could think of drifting jets as a propagating wave. We know that a prop-
agating wave can be represented with two EOFs, which are identical but
with a phase shift of 7/2, and their PCs continuously oscillate between
the maximum and minimum values to reflect the propagation. Thus, the
power spectra of the PCs show distinct peaks in the frequency space. The
wavevector k and peak frequency w corresponding to the EOFs can be used
to compute the jet drift velocity as ¢ = (w/|k[*)k. . . . . .. .. ... ...

Adopted from Khatri and Berloff (2018a). New coordinate system (p,q are
the new axes), which is at an angle 6 (positive for anticlockwise rotation)
from the original xy coordinate system and is propagating with speed ¢
(positive in ¢ direction). # and ¢ correspond to the jet tilt angle and drift
speed, respectively, estimated from the numerical solutions. Alternating
jets are represented with green arrows and the time-mean profile of the jets
dependson qgonly. . . . . . .. ...

Adopted from Khatri and Berloff (2018a). Time-mean cross-jet profiles for
the medium-slope simulation; (a,b): eddy forcing (NL;) and linear stress
terms + dissipation terms (L;); (c,d): radiation stress term (L), inertial
stress term (L"), and dissipation terms (DY, D]); and (e,(f): Reynolds
stress term (Rs;) and form stress term (F's;). The cross-jet profiles of
the Reynolds stress term and form stress term were smoothed with 10-
point moving averages. The profiles were averaged in the moving frame
in the interval 10,000-20,000 days. Top and bottom panels are for the
upper and lower layers, respectively. The stress terms (units are in s™2)
were normalised by multiplying them to factors of 5 x 102 and 2 x 10'3
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Adopted from Khatri and Berloff (2018a). Time-mean cross-jet profiles for
the medium-slope simulation; (a,b): Eddy relative vorticity flux v/, eddy
buoyancy flux €;S;.v}(¢y — v}) and eddy PV flux v/Q’; (c): Heat diffusivity.
The profiles were averaged in the moving frame in the interval 10,000-20,000
days. The green curves in (a,b) represent the mean flow (normalised), and
the actual velocity magnitudes are shown in (¢). . . . . . .. .. ... ...

Adopted from Khatri and Berloff (2018a). Sketch of the cross-jet profiles
of the mean PV (violet) and mean along-jet velocity (red). The profiles
show the offset in the alignment observed in the numerical simulations
(relative magnitudes are not to scale). The locations of the maximum
increase/decrease in PV are indicated with red dashed arrows and the re-
sulting direction of jet drift is shown with violet arrows. The zero lines are
shown with black dotted lines. . . . . . . ... ... ... 00

Adopted from Khatri and Berloff (2018a). Time evolution in the medium-
slope simulation (a) Barotropic velocity = m(hﬁul + Hyus), (b) Baro-
clinic velocity = u; — us (cross-jet profiles, averaged in p direction, were
aligned in the frame of reference propagating with the drifting jets; legend
units are in days), and (c) Correlation coefficients computed between the
eddy forcing and PV profiles, and the barotropic kinetic energy fraction.
Note that we computed the eddy field using the full flow-field at every time

step because we could not compute a mean flow in the transient state. . . .

Schematic of energetics. F,, (E.) represents the energy gain by jets (eddies)
from the imposed vertical shear. T, and Tj, are energy exchanges between
the jets and eddies through momentum and buoyancy exchanges. The
rest of the terms represent the energy loss through viscous dissipation and
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Domain-averaged heat and PV diffusivity coefficients as a function of 7T}.
The computations were performed over the last 10,000 days in the frame
of reference moving with the jets (see figure 3.3).. . . . . . . ... ... ..

Leading EOF's of the streamfunction field in the simulation corresponding
to figure 3.2 (data in the interval 10,000-20,000 days, i.e. 500 snapshots,
was used for the EOF analysis); (a) EOF1, EOF2 (b) EOF3, EOF4. The
spatial structure of the EOFs in the top layer is shown in the top panels,
and Hovmoller diagrams of the J and Z modes reconstructed using EOFs
and their PCs are shown in the middle panels (meridional cross-section of
the modes at the centre of the domain is plotted against time). Colorbar
range is [-1,1], blue to red. The power spectra of PCs (normalised to unity)
corresponding to the EOFs are shown in the bottom panels. Note that the
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are denoted by (k;, k,). Green and red dots represent the wavenumbers
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Profiles of @; and % used in the stability analysis. The profiles were com-
puted by applying spatial and time averaging in the direction along the
jets in the moving frame of reference between 10,000-20,000 days for the
simulation corresponding to figure 5.1 (blue solid line in the top layer and
red dotted line in the bottom layer). The velocity profile in the top layer

is shown relative to the imposed background flow of 0.06 m s=%. . . . . ..

Real parts of eigenvalues (w,) obtained from the linear stability analysis
for different values of eddy viscosity (left panels, for fixed vy = 2x 1078 s71)
and bottom friction (right panels, for fixed v = 100 m?s™!) vs wavenumber.
Growth rates (day~!) are shown in the colorbar. Eigenmodes having growth
rates in the range [-0.01,0) are shown with grey dots. Growth rates increase
with decreasing v and ~. . . . . . . ... L

(a) The eigenvector corresponding to the fastest growing mode (b) Snap-
shots of the eddy field constructed using all EOF's except EOF1 and EOF2.
Top and bottom panels correspond to the top and bottom layers, respec-
tively. The snapshot of eddy field was constructed using the solution from
the simulation run with v = 150 m? s™! (other parameters were the same
as shown in table 2.1). In this case, there is a remarkable resemblance in
the spatial structure between the eddy field and the fastest growing eigen-
mode. These banana-shaped eddies were also seen in the lower viscosity
simulations; however, the banana-shaped structures appear less frequently
because the eddy field tends to very complex in the presence of the Z mode.

Adopted from Khatri and Berloff (2018b). Meridional profiles of the zonal
velocity in the top and bottom layers (averaged in the zonal direction and
time for the last 10 years); (a) ES and (b) WS. Dashed and dash-dotted
curves represent the mean barotropic (%) and baroclinic (u; — )
components in the flow field, respectively. . . . . . . . .. .. ...

Adopted from Khatri and Berloff (2018b). Meridional profiles of the Reynolds
stress term (solid blue) and form stress term (solid green) in the top (a,c)
and bottom (b,d) layers. Left (a,b) and right (c,d) panels are for the ES and
WS cases, respectively. The dashed curves represent the meridional pro-
files of the mean relative vorticity (dashed light green) and mean buoyancy
(dashed orange). The profiles were averaged in the zonal direction as well
as in time for the last 10 years. Additionally, the profiles of the stress terms
were smoothened by applying moving averages in the meridional direction.
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Adopted from Khatri and Berloff (2018b). Meridional profiles of heat diffu-
sivity; (a) ES and (b) WS. The dash-dotted curves represent the meridional
profiles of the mean zonal flow (averaged for the last 10 years) in the layers.
A positive value of heat diffusivity indicates that eddy buoyancy fluxes are
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Adopted from Khatri and Berloff (2018b). Meridional profiles of the RSC,
FSC and dissipation terms; (a,b) ES (c,d) WS. u;, and 1, represent the
meridional and zonal gradient of the mean zonal velocity and bottom-layer
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Adopted from Khatri and Berloff (2018b). Meridional profiles of layer-wise
energy transfer from eddies to the zonal jets through RSC terms (solid)
and the meridional gradient in the layer-wise full PV (dash-dotted); (a) ES
(b) WS. w,, and g, are the meridional gradient of the mean zonal velocity
and mean PV, respectively, and 5 = S + ¢S;U, (e = —ey = 1) is the
background PV gradient in * layer. The profiles were averaged in the
zonal direction as well as in time for the last 10 years. The jets receive
more energy through RSC term in the upper (lower) layer in the ES (WS)
CASE. + v v v e e e

Adopted from Khatri and Berloff (2018a). Tilted, drifting jets in a chan-
nel simulation; (a,b): Snapshots of the PV anomaly field in the top layer
(V21451 (1o —101)) and bottom layer (VZthy+ Sy (1)1 —1b3)) for the medium-
slope configuration (colorbar units are in s7'); (¢,d): Hovmoller diagrams
of the PV anomaly field in both layers (PV along a meridional cross-section
is plotted against time). v = 50 m2s™! and v = 1078 s~ were used in the
simulation. The rest of the parameter values were the same as in table 2.1.

The leading EOFs of the streamfunction field in a channel simulation; (a)
EOF1 (b) EOF3. The upper-layer spatial structure of the EOF's is shown
in the top panels and the Hovmoller diagrams of the J and Z modes re-
constructed using the EOF's and their PCs are shown in the middle panels.
The J and Z modes together capture about 60% of the variance. The col-
orbar range is [-1,1], blue to red. The power spectra of PCs (normalised to
unity) corresponding to the EOFs are shown in the bottom panels.

The first twenty EOFs of the streamfunction field in the doubly-periodic
simulation corresponding to figure 5.1. The panels show the spatial struc-
ture of the EOFs in the top layer. The colorbar range is [-1,1], blue to red.
The first twenty EOF's capture more than 90% of the variance. . . . . . .
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INTRODUCTION

On rapidly rotating planets, large-scale flows behave like quasi-two-dimensional flows, in
which vertical velocities are of much smaller magnitude than horizontal velocity magni-
tudes. In such scenarios, kinetic energy injected at small spatial scales cascades upscale
resulting in the formation of large-scale flows (Kraichnan, 1967; Charney, 1971). One of
the most common examples of this mechanism is the presence of zonally-banded struc-
tures commonly referred to as “alternating jets” in the atmospheres of Jupiter and Saturn
(Beebe et al., 1980; Gierasch et al., 1986; Read et al., 2009). In these atmospheres, the
energy released at small-scales by baroclinic instabilities and small-scale convection due
to internal heating is transferred to larger scales (see Young and Read, 2017) and this
upscale energy transfer leads to the formation of alternating jet patterns. Similar multiple
alternating jets have been witnessed in Earth’s oceans in satellite altimetry, float datasets
and eddy-resolving ocean general circulation models (Maximenko et al., 2005; Nakano and
Hasumi, 2005; Richards et al., 2006; Sokolov and Rintoul, 2007; Van Sebille et al., 2011;
Cravatte et al., 2012; Buckingham and Cornillon, 2013; Cravatte et al., 2017).

1.1 FORMATION OF ZONAL JETS

The two-dimensional turbulence theory applies to an isotropic turbulent field (Kraichnan,
1967), whereas the zonal jet formation results in a highly anisotropic field. The first
physical explanation of the jet formation was given by Rhines (1975). They argued that
the isotropic inverse cascade of energy is modified in the presence of Rossby waves, which
are present due to the rotation of the planet, and the energy is channelled into zonal
structures. Also, the meridional scale of the jets is set by the magnitudes of eddy energy

and 3, which is the meridional gradient in the Coriolis parameter f (f = 2{2sin ¢, where



(2 is the rotation rate of the planet and ¢ is the latitude). This scale is commonly known

as the ‘Rhines scale’ Lg,

2U
ﬁ?

where U is the root-mean-square eddy velocity. The presence of alternating jets has

Lp= (1.1)

been confirmed in a variety of eddy-resolving numerical models (Williams, 1979; Panetta,
1993; Vallis and Maltrud, 1993; Cho and Polvani, 1996; Huang and Robinson, 1998, and
others) as well as in laboratory experiments (Read et al., 2004, 2007). It is seen that the
meridional width of the jets agrees well with Rhines scaling (Rhines, 1975; Maltrud and
Vallis, 1991; Vallis and Maltrud, 1993; Sukoriansky et al., 2007; Scott and Polvani, 2007;
Chemke and Kaspi, 2015a).

The main feature of the alternating jet structure is that eastward jets are sharper and
stronger than the westward return flows, which are relatively broader. The jets are forced
by mesoscale eddies, which grow via baroclinic instability and transfer momentum up-
gradient into the eastward jet cores (Panetta, 1993; Lee, 1997; Huang and Robinson, 1998;
Thompson and Young, 2007). Due to the presence of the strong zonal flow, zonal jets act
like partial barriers to meridional transport and the eddy diffusivity is significantly reduced
across strong jets (Srinivasan and Young, 2014; Kong and Jansen, 2017). These features
are well captured in stochastically forced, dissipative barotropic quasi-geostrophic (QG)
models (Maltrud and Vallis, 1991; Danilov and Gryanik, 2004; Danilov and Gurarie, 2004;
Suhas and Sukhatme, 2015) as well as in baroclinic QG models forced with a background
vertical shear (Panetta, 1993; Thompson and Young, 2007; Berloff et al., 2009b).

Although jet formation is seen in a variety of numerical models, ambiguities remain
about the importance of the vertical flow structure, and the interactions between the jets
and eddies. It has been suggested that energy can also be transferred upscale nonlocally to
zonal jets by interactions among barotropic and baroclinic modes (Thompson and Young,
2007; Berloff et al., 2009b; Berloff and Kamenkovich, 2013a,b). For example, Wordsworth
et al. (2008) studied jet dynamics in a differentially heated, rotating annulus experiment
and found evidence of nonlocal energy transfer from eddies to the jets. The stochastic
structural stability theory and cumulant expansion methods also show that jets can be
formed in the g-plane barotropic turbulence (Farrell and Ioannou, 2007; Marston et al.,
2008; Srinivasan and Young, 2012; Constantinou et al., 2014). These studies suggest that
zonal jets can emerge due to interactions between the mean zonal flow and eddies, even in
the absence of an inverse cascade. This mechanism is known as ‘zonostrophic instability’
(Srinivasan and Young, 2012). It has also been suggested that the jet formation can
be explained in terms of spatially inhomogeneous stirring of potential vorticity (PV) by
eddies. This process results in a ‘staircase’ structure in the meridional PV profile and the

zonal jets are generated at the PV interfaces (Baldwin et al., 2007; Dunkerton and Scott,



2008; Dritschel and Mclntyre, 2008). In the oceans, multiple alternating jets can also
be generated through other processes, e.g., instability of meridional boundary currents
(Hristova et al., 2008; Wang et al., 2012), secondary or modulational instability of Rossby
waves (Berloff, 2005b; Connaughton et al., 2010; Qiu et al., 2013), bottom topography
(Sinha and Richards, 1999).

1.2 JETS IN THE OCEANS

Multiple jets have been witnessed in Earth’s oceans (Maximenko et al., 2005; Sokolov and
Rintoul, 2007; Van Sebille et al., 2011). Oceanic jets are about 200-400 km wide in the
meridional direction and can extend up to two-three thousand km in the zonal direction
(see figure 1.1). There is a good agreement that oceanic jets are dynamically similar
to the zonal jets seen in planetary atmospheres and, at the leading order, oceanic jets
can be explained with QG dynamics on the f-plane (Kramer et al., 2006; Nadiga, 2006).
However, there are important differences between atmospheric and oceanic jets. Unlike
the extremely persistent jets in planetary atmospheres, jets in the oceans show temporal
and spatial variability (Thompson and Richards, 2011; Thompson and Sallée, 2012); thus,
they are sometimes referred to as ‘striations’ or ‘latent jets’. The jets in the oceans are not
always zonal and can also drift meridionally, which has been observed in comprehensive
ocean models and observational datasets (Nakano and Hasumi, 2005; Van Sebille et al.,
2011; Stern et al., 2015; Chen et al., 2016).

Ocean bathymetry is one of the primary reasons for jet variability in the oceans. In
many places in the global ocean, transient jets steered by topography have been found
(Sokolov and Rintoul, 2007; Thompson, 2010; Thompson and Richards, 2011; Chen et al.,
2015). Spatially non-uniform PV gradients are created in the presence of nonuniform to-
pography and this affects the ocean circulation (Radko and Kamenkovich, 2017). Large-
scale flows can become barotropically unstable over topography (Tansley and Marshall,
2001; Poulin and Flierl, 2005). In addition, bottom topography affects the baroclinic
growth rates and stability of oceanic flows (Hart, 1975a,b; Benilov, 2001; Chen and Ka-
menkovich, 2013; Chen et al., 2015). In the presence of topography, cross-jet transport
properties are significantly affected. For example, Thompson (2010) studied jet dynam-
ics over a two-dimensional sinusoidal topography and found that eddy transport in the
meridional direction increases with increasing the topographic steepness because of the

generation of nonzonal mean flows (also see Tréguier and Panetta, 1994).

This thesis mainly concentrates on the drifting behaviour of multiple oceanic jets
over topography. Drifting jets can play an important role in ocean transport. It is seen
that spatially nonuniform PV gradients can result in asymmetric Reynolds stresses across
jet cores, which then make the jets drift (Thompson, 2010; Stern et al., 2015). For

example, over meridional ridges, jets propagate in the meridional direction because of off-
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Figure 1.1: Snapshot of geostrophic velocity anomaly (30*" June) on the ocean surface from satellite altimetry
data in the North-West Pacific. The zonal velocity is shown in colour (units are in m s™1). Alternating jet
patterns can be seen inside the green boxes.

set nonlinear eddy forcing (Thompson and Richards, 2011; Chen et al., 2015). Even very
gentle topographic slopes can induce jet drift. Boland et al. (2012) studied the effects of
a zonally sloping topography on jet dynamics and found that jets drift meridionally and
tilt with respect to the zonal direction towards the tilted isolines of the mean barotropic
PV. They anticipate that the linear dynamics controls the jet drift, which is different from
the explanation that the nonlinear eddy forcing causes the jet drift. It is not completely
clear what controls the jet drift in different scenarios. The primary focus of this thesis to

understand the jet drift mechanism.

1.3 THESIS OUTLINE

In this thesis, we seek to explore the physical mechanism that controls the jet drift over
topographic slopes and investigate the impacts of the tilted, drifting jets on the overall
dynamics. Similar to Boland et al. (2012), we consider a simple topography that increases
linearly in the zonal direction and use the two-layer QG model forced with a uniform
background vertical shear in the study. The model details are described in chapter 2. In
agreement with Boland et al. (2012), tilted meridionally drifting jets are observed in our

numerical simulations.

In chapter 3, we analyse the role of nonlinear eddy forcing and linear stress terms,

which arise due to the tilted jets and the presence of sloping topography, in the time-



averaged dynamical PV balances. In order to separate eddies from the drifting jets, we
rewrite the governing equations in a non-stationary tilted frame of reference in which the
jets are purely zonal and stationary. This transformation makes it much easier to analyse
the interactions between the jets and eddies in the presence of topography. Also, the jet
drift speed becomes an explicit parameter in the new governing equations and this helps
in studying the jet drift mechanism. It is found that the linear stress terms dominate
in the time-mean PV budget and, for small slope magnitudes, the jet drift speeds are
in a good agreement with the phase speeds of linear Rossy waves. The linear stress
terms largely negate the effects of each other and the difference between the linear stress
terms is balanced by eddy forcing. The results show that the linear dynamics have major
control over the jet drift. It is further observed that the titled jets can be coupled to the
imposed background vertical shear via topography and this alters the energy exchange

rates between the jets and eddies.

In chapter 4, we derive the energy conservation equation in the titled frame of refer-
ence and compute energy exchanges between the jets and eddies in numerical simulations
run with different slope magnitudes. We show that the tilted jets are able to gain energy
directly from the imposed vertical shear and lose energy to eddies in the overall balance,
which is in contrast to the case of eddy-driven zonal jets. An explanation based on the
relative magnitudes of eddy vorticity and buoyancy fluxes is provided. Further, we com-
pute eddy heat and PV diffusivities as a function of the slope magnitude. The results
indicate that topography can significantly impact eddy-mean flow interactions and play

an important role in guiding nonlocal energy transfers between different spatial scales.

In chapter 5, principal component analysis is used to identify the dominant modes in
the numerical simulations. It is observed that, apart from the tilted jets, many large-scale
modes exist, and these large-scale modes can interact efficiently and exchange energy.
We analyse these interactions using two-dimensional kinetic energy spectra and discuss
implications of these interactions on oceanic jets. Further, linear stability analysis is
performed to study the impacts of the magnitudes of the eddy viscosity and bottom

friction parameters on these nonlinear interactions.

In chapter 6, the roles of eddy relative vorticity and buoyancy flux convergences,
which constitute the nonlinear eddy forcing term, in the maintenance of zonal jets are
studied. These two components of eddy forcing are the main factors which control the
vertical structure and strength of the jets in a system, and their relative magnitudes
determine if the jets gain or lose energy to eddies. Here, we perform layer-wise analyses
to assess the importance of the two factors in individual layers in systems forced with
either an eastward or a westward vertical shear. It is shown that eddy momentum fluxes
primarily force the jets in the layer that experiences a net positive meridional PV gradient
and an explanation based on Rossby wave group velocity is proposed for the same. The

thesis is concluded in chapter 7.



MODEL DESCRIPTION

In this thesis, we use the standard two-layer quasi-geostrophic (QG) model, which com-
prises of two coupled isopycnal layers and solves for the evolution of the geostrophic flow
field. This is the simplest model that can support intrinsic baroclinic instability and the
model is widely used to study the dynamics of large-scale flows and eddies in the atmo-
sphere and oceans (e.g. see Holland, 1978; Haidvogel and Held, 1980; Panetta, 1993).
In the oceans, density isolines tilt in the meridional direction due to the equator-to-pole
temperature gradient and surface wind forcing, and this generates a vertical velocity shear
governed by thermal-wind balance (see chapter 2 in Vallis, 2017). This velocity shear is
generally baroclinically unstable and, consequently, mesoscale eddies grow by extracting
the available potential energy due to the vertical velocity shear. This mechanism can be

easily implemented in the two-layer QG model.

The large-scale flows in the atmosphere and oceans are largely in geostrophic bal-
ance, i.e., the dominant balance is between the Coriolis force and horizontal pressure
gradient forces. The QG theory, which is used to predict the evolution of the geostrophic
flow field in time, is based on the assumption that the rotation effects are important in
the dynamics (Charney, 1948). This condition is satisfied when the ratio of the advective
term to the Coriolis term in the momentum equations is smaller than one (see equation
5.3 in Vallis, 2017), i.e. Rossy number is small (Ro = U/fL << 1, where f is the Coriolis
parameter, and U and L are the velocity and length scales, respectively). The QG equa-
tions are derived by using asymptotic expansion and expanding the variables in powers
of small Rossby numbers in the momentum and continuity equations. Consequently, fast
motions like gravity waves are filtered out from the system and the resulting equations
only have a contribution from the geostrophic flow component. The full derivation of the
QG equations can be found in chapter 5 in Vallis (2017).



2.1 GOVERNING EQUATIONS

We use the two-layer QG model on the g plane in the presence of bottom topography
and the topographic height increases linearly in the zonal direction (see figure 2.1). In
order to force the model, an eastward background flow U, is imposed in the upper layer,

which creates a uniform velocity shear in the vertical direction. The governing equations
are (Vallis, 2017)

oll;
ot

where J(a,b) represents the Jacobian and ¢ is time. Indices ¢ = 1 and i = 2 correspond

+ J(Y; — 0 Upy, 1) = vV — 607V 1, (2.1)

to the top and bottom layers, respectively, and ¢;; is the Kronecker delta. II; represents

the layer-wise full potential vorticity (PV), which is given as

I, = V2 + €Si(va — 1) + (B + &:SiUy)y + 51'2]";—02771 (2.2)

Here, ¢ = —e; = 1. ¢; and S; = f2/g'H; (¢ = g(pa — p1)/p1 is the reduced
gravity, where p; is the layer density) represent the layer-wise velocity streamfunction
and stratification parameter, respectively. S is the meridional gradient in the Coriolis
parameter and f, is the Coriolis parameter at some reference latitude. H; is the layer
thickness and 77 is the topographic height. v and v are eddy viscosity and bottom friction

parameters, respectively.
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Figure 2.1: Adopted from Khatri and Berloff (2018a). Sketch of the model domain. A uniform eastward
background flow U, is imposed in the upper layer. H;, p; are the layer depth and density, respectively. np is
the topographic height. xz axis is along the zonal direction and the meridional axis ¢ points into the sketch.

The values of the parameters used in the numerical simulations are given in table
2.1. The value of § corresponds to a reference latitude of 30° and the stratification

parameter values correspond to a baroclinic Rossby radius of 25 km, which is typical
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for the mid-latitudinal ocean (Chelton et al., 1998). The zonal slope magnitudes were
kept small to ensure that 7} is smaller than S in magnitude and the baroclinic growth
rates do not change significantly. This was necessary to maintain the computational
efficiency. The change in depth over the zonal extent of the domain is smaller than the
thickness of the lower layer (for the largest chosen slope, the change in depth is about 400
m). Also, the magnitude of the imposed background flow in the upper layer was chosen
such that the system is baroclinically unstable for the chosen values of § and stratification
parameters while maintaining the computational efficiency in the simulations. The details
are discussed in the next section where we use linear stability analysis to assess the impact
of the slope magnitude on the baroclinic growth rates. In numerical models, the eddy
viscosity term is used to parameterise unresolved sub-grid motions and dissipate enstrophy
at the grid scale. In this thesis, we mainly focus on motions having scales of greater than
100 km and the eddy viscosity term is used to parameterise the effects of motions at
scales of about 10 km. In ocean models, 10~7 s~! is generally used for the bottom friction
coefficient. However, we chose relatively smaller values for the bottom drag coefficient such
that the developed jets are strong and clear (see Berloff et al., 2011, for a brief discussion
on the impacts of bottom friction on zonal jets). We ran a number of simulations to
assess the impacts of the magnitudes of the zonal slope and dissipation parameters while

keeping other parameters fixed. The results are discussed in chapters 3-5.

Parameter Value
Domain size L, = 3600 km, L, = 1800 km
Layer Depth Hy =1km, Hy = 3 km
Background flow U, =0.06 m s~ *
Coriolis Parameter fo=T727x107%s7!
Coriolis gradient B=2x10"" m1s?
Stratification S1=12x10"m2, 58 =04x10"? m™2
Baroclinic Rosby Radius R; =25 km
Topographic slope term T, = I’;—‘;ag’—; =0-28x 1072 m1s™!
Eddy viscosity v =50 — 200 m?s~!
Bottom friction y=1x10"8—-4x 108 s}

Table 2.1: Parameter values used in the numerical simulations. We ran different simulations for a range
of magnitudes of T,, v and . Whenever not specified, T, = 1.4 x 1072 m~’s™!, » = 100 m?s~! and
~v=2x 1078 s~ were used in those cases.

2.2 BAROCLINIC INSTABILITY

In our model, mesoscale eddies grow by gaining energy from the imposed vertical velocity

shear, which is baroclinically unstable. Here, we perform a linear stability analysis and

compute the baroclinic growth rates as a function of the magnitudes of the background



flow in the upper layer and zonal slope. For this purpose, we derive the linear dispersion
relation by substituting ¢; = zzie"(k”*kyy_“t) in equation (2.1) and neglecting the nonlinear

terms. The final linearised equations can be represented in the following matrix form

Wik + kg + 51) + ke (6 = Us (k7 + k) —S1w + 81Upka
+iv(ky + k) U1
— Sow W(k2 + k2 + So) — ky Ty + ko(B — UpSa) | |2
i +iv(ky + ky) +iy(kl + k)

(2.3)
where (k,, k,) represent the zonal and meridional wavenumbers, respectively, and w is the
frequency. For nontrivial solutions, the determinant of the matrix vanishes and results in

a quadratic equation, which we solve for different wavenumber pairs (&, k).

The baroclinic growth rates (imaginary parts of the frequency solutions) of the
most unstable modes are plotted as a function of U, for three different values of T, in
figure 2.2. It is worth noting that the system becomes unstable for eastward and westward
background flows of magnitudes larger than about 0.05 m s~ and 0.03 m s~!, respectively.

Hence, we chose U, = 0.06 m s—*

in our simulations. Also, in order for the system to be
baroclinically unstable, meridional PV gradients in the upper and lower layers must change
sign in the vertical direction (Charney and Stern, 1962). This condition is satisfied in the
cases, which have positive growth rates, as the background PV gradients in the top and
bottom layers are of opposite signs. Note that, for the chosen zonal slope magnitudes, the
growth rates change slightly but the change is not significant (see Chen and Kamenkovich,
2013, for details). In order to maintain the computational efficiency and have similar
energy levels in the equilibrium state across different simulations, we preferred to use
quite small zonal slope magnitudes in the simulations. We further discuss this aspect

later in the thesis.

In figure 2.3, the real and imaginary parts of the frequency solutions are shown for a
flat bottom case (top panels) as well as for a sloped topography case (bottom panels). In
the flat bottom case, the growth rate maxima (wj) lie on the k, = 0 line while the maxima
shift to a nonzero meridional wavenumber in the presence of a zonal topographic slope.
Thus, over a flat bottom, the most unstable Fourier modes are meridionally oriented,
whereas the most unstable modes are slightly tilted from the meridional direction in
the sloped topography case (compare the top and bottom panels in figure 2.3b). These
Fourier modes correspond to mesoscale eddies, which grow via baroclinic instability and
are responsible for the formation of multiple jets. The real parts of the frequency solutions
represent the propagation of Rossby waves. Over a flat bottom, Rossby waves effectively
propagate in the zonal direction. On the other hand, the frequency contours rotate in the

case of sloped topography and this is especially clear in wj contours. Here, the direction of
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Figure 2.2: Baroclinic growth rates (red curves) of the most unstable modes for different magnitudes of Uy
and T.. For the rest of the parameters, values shown in table 2.1 were used in the computations. Blue curves
represent the background PV gradients in the meridional direction in individual layers.

Rossby wave propagation is determined by the combined effect of 8 and T,. This affects

the orientation of multiple jets and we discuss this aspect in the next chapter.
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Figure 2.3: Imaginary (w') and real parts (w") of frequencies obtained from the dispersion relation (equation

2.3). k; and k, are the zonal and meridional wavenumbers, respectively. Top panels are for the flat topography
case and bottom panels correspond to the zonally sloped topography case with T, = 1.4 x 107!2 m~1s~1

For the rest of the parameters, values shown in table 2.1 were used. Colorbar units are in 10~7s~1. Note that
the top and bottom panels have the same colorbar shown between the panels.

2.3 NUMERICAL COMPUTATIONS

In the numerical simulations, the second-order finite-difference method was used to dis-
cretise the governing equations and a flux-preserving numerical scheme called “Compact
accurately boundary adjusting high-resolution technique (CABARET)” was used to inte-
grate the solution in time. The main advantage of using CABARET is that the scheme
is weakly dissipative and low in dispersion; thus, it is very effective in simulating high

Reynolds number eddy-resolving flows (Karabasov et al., 2009; Karabasov and Goloviznin,
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2009). The scheme is also computationally very efficient. In the numerical simulations, a
rectangular domain having a grid resolution of about 7 km (512 x 256 grid points) was
used. The grid resolution is sufficient to resolve the baroclinic instability as the fastest
growing modes have zonal wavelengths of 27 R, i.e. roughly 150 km. In the simulations,
periodic boundary conditions were used on both zonal and meridional boundaries. Nev-
ertheless, for the purpose of comparison and verification, we also ran channel simulations
and few simulations with 1024 x 512 grid points. Note that the background flow U, itself
satisfies the governing equations. Hence, the model was initialised from a perturbed state

and the perturbations grow via baroclinic instability.

Top Bottom
\ \\‘\‘\“" 2000 \ \\\\‘\“" 4\ 500
€1500 ‘J\m‘ )Y %\1500 _ .\. Wi\
£ 1000 0 & 1000 el 11 1o
> 500 > 500 |
111l - " Vit h R
0 ‘ ‘ngizij: ‘ 2000 0 ‘:\:?:‘\f 500
0 1000 2000 3000 104 0 1000 2000 3000
X
= = 1 - 5000
1500 ;‘“‘; o =P Ve 1500 :l-a-» O 9 .
— - LY — & -
& 1000 * a4 o E 000 P— A1
= 500 Mg ¥ - - 500 e -
. » Ao N - - > ] ®-& -
o L= N o ) " e 0 - o i -5000
0 1000 2000 3000 0 1000 2000 3000
4000
2000
0
-2000
. 0 -4000
0 1000 2000 3000 0 1000 2000 3000
x (km) x (km)

Figure 2.4: Snapshots of the streamfunction field, 1; (units are in m2s~1), in the top (left panels) and bottom

(right panels) layers at different times (top to bottom: snapshots at 600, 1000, 1400 days) over a zonally
sloped topography. The simulation was run on a doubly periodic domain having 1024 x 512 grid points and
the parameter values shown in table 2.1 were used. The core of the numerical model used in this thesis has
been developed by Dr Pavel Berloff and his collaborators over the years. Topography was later included in the
numerical model as a part of the research work presented in this thesis.

Snapshots of the streamfunction field in the top and bottom layers are shown in
figure 2.4. The system initially develops meridionally oriented structures, which are in
agreement with the linear baroclinic instability process (see figure 2.3). These meridional
patterns further become unstable and transfer energy upscale resulting in the formation of
alternating jets (see Berloff et al., 2009a, for details). These growing meridional patterns
are generally called eddies. It is seen that, in general, meridionally oriented eddies result
in anti-frictional Reynolds stresses or, in other words, the corresponding eddy momentum
fluxes are up-gradient (Holloway, 2010; Srinivasan and Young, 2014). Thus, eddies force
the large-scale zonal jets. We ran the simulations until the system reached a statistical
equilibrium state, in which energy input due to the imposed vertical shear balances the
energy loss by viscous dissipation and bottom friction. In the next chapters, we analyse
momentum and energy balances to understand the impacts of the sloped topography on

the dynamics of jets and eddies.
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MECHANISM FOR JET DRIFT

The contents of this chapter have been published in the research article titled “A mecha-
nism for jet drift over topography” in the Journal of Fluid Mechanics (Khatri and Berloff,
2018a).

Boland et al. (2012) first showed that the jets tend to tilt from the zonal direction
over a zonally sloped topography and drift in the meridional direction. However, it remains
unclear what causes the jet drift in this scenario. The main objective of this chapter is
to understand the physical mechanism that controls the jet drift. For this purpose, we
study the jet dynamics in the two-layer quasi-geostrophic (QG) numerical solutions run
with different zonal slope magnitudes. We compare the jet drift speeds with predictions
from the linear dispersion relation as well as examine the role of nonlinear eddy effects
in the maintenance of the jets. In particular, we assess the impacts of the time-mean
cross-jet profiles of eddy forcing, meridional eddy fluxes on the mean flow in the energy
equilibrium state in a non-stationary, tilted frame of reference propagating with the tilted

jets.

3.1 JET DYNAMICS IN THE EQUILIBRIUM STATE

We first analyse the jet dynamics in the statistical equilibrium state. In figure 3.1, snap-
shots and Hovmoller diagram of the potential vorticity (PV) anomaly field are shown for
three simulations run with different zonal slope magnitudes (7, = 0.83x 107!2, 1.4 x 1012
and 2.8 x 1072 m~!s™! were used in the simulations). In this chapter, these simulations
are referred to as ‘small-slope’, ‘medium-slope’ and ‘large-slope’, respectively. In agree-
ment with Boland et al. (2012), the jets tilt from the zonal direction and propagate

meridionally. We observed that the tilt angle, as well as the drift speed, increases with
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Figure 3.1: Adopted from Khatri and Berloff (2018a). Jet flow patterns in the equilibrium state; (a-f):
Snapshots of the PV anomaly field in the top layer (V291 + S1 ()2 — /1)) and bottom layer (V245 + Sz (1)1 —
1h3)) from three different simulations run with 7, = 0.83 x 10712, 1.4 x 107!? and 2.8 x 10712 m~1s71,
respectively (colorbar units are in s71); (g,h): PV anomaly Hovmoller diagrams in the top and bottom layers
(a meridional cross-section of PV anomaly at the centre of the domain is plotted against time for the medium-
slope simulation); (i): Total energy time series in the three simulations (for reference, energy time series for a
flat bottom case T, = 0 is shown). The jet tilt angles are 5.71°, 7.13°, 9.46° and southward drift speeds are
0.20, 0.48, 0.74 cm s~ !, respectively.

increasing the slope magnitude. The jets tilt in response to the tilted PV isolines due
to the sloped topography (Boland et al., 2012). Over a flat bottom, the background PV
gradient due to the planetary vorticity is directed in the meridional direction only and
Rossby waves propagate in the east-west direction (see figure 2.3). As a result, alternating
jets are always zonal and parallel to the mean PV isolines. In the presence of a zonally
sloped topography, the zonal component of the PV gradient is nonzero and this affects the
Rossby wave propagation direction resulting in titled jets. For example, in a barotropic

model, the jet tilt angle can be estimated as tan_l(%).

In the two-layer QG model, the dynamics are more complex and the jet tilt is
determined by the combined dynamics of both layers. Here, the background PV gradient
in the upper layer (V[f, + (8 + S1Us)y]) is purely meridional, whereas the background
PV gradient in the lower layer (V[f, + (8 — SaUp)y + T,z]) has both zonal and meridional

components. Thus, PV gradients in the top and bottom layers do not have the same
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orientation. It has been observed that, in a two-layer QG model, the jets tend to align
with the mean barotropic PV isolines (Boland et al., 2012). The tilt angle of the barotropic

PV isolines from the zonal direction is given as

= tan (%) : (3.1)

In our simulations, the jet tilt angles are 5.71°, 7.13° and 9.46° in the three cases.
These tilt angles are larger than the tilt angles estimated using equation (3.1), which
are 1.78°, 3.01° and 5.99°. One of the reasons for the mismatch is the use of periodic
boundary conditions in the simulations, which restrict the jets to tilt at specific angles
and require the jet pairs to be evenly spaced. Note that the spatial structures of the PV
anomaly field in the top and bottom layers are significantly different. This is because
the layer-wise PV gradients are not oriented in the same direction and the mean PV
isolines in the upper and lower layers are not parallel. In contrast, the jets in the top
and bottom layers are perfectly aligned with each other. As a result, the jets cross the
layer-wise mean PV isolines, which leads to the differences in the PV spatial structure. In
float observations and ocean models, tilted jets are also seen to have tilt angles of about
5° — 10° (Melnichenko et al., 2010; Van Sebille et al., 2011).

Moreover, the jets drift in the meridional direction (see Hovmoller diagram in figure
3.1). For positive (negative) values of T}, the jets drift southwards (northwards). The
jets propagate with nearly constant speeds and, in the numerical solutions, the jet propa-
gation speeds in the direction perpendicular to jets’ phase lines are about 0.20, 0.48, and
0.74 cm s~'. We computed the exact drift velocities by applying principal component
(PC) analysis to the streamfunction field in the equilibrium state. We decomposed the
streamfunction field into a set of orthogonal patterns (refer Hannachi et al., 2007, for a
brief review of the technique). The drifting jets are captured by the first two empirical
orthogonal functions (EOFs) and the power spectra of the corresponding PCs peak at a
single frequency (figure 3.2). This frequency peak corresponds to the jet drift velocity.
We then used the peak frequency w and the wavevector k corresponding to the tilted jets

to compute the drift velocity by using the following relation:

w

=~k
T kR

(3.2)
where c is the jet drift velocity and k = i—’;i + QE—y"j (n represents the number of jet pairs,

and 7, J represent the zonal and meridional unit vectors, respectively).

Another important aspect to note is that the system takes a long time to attain
an energy equilibrium state (figure 3.17), which is in contrast to the case of zonal jets
over a flat bottom. Although the system develops multiple jets in the simulations by

1,000 days (see figure 2.4), the total energy continuously increases until about 4,000
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Figure 3.2: Adopted from Khatri and Berloff (2018a). EOF analysis of the streamfunction field in the medium-
slope simulation (data for the last 10,000 days, i.e. 500 snapshots, in the simulation was used for the EOF
analysis); (a,b): EOF 1-2 in the top layer (colorbar range is [-1 1]); (c,d): Power spectra (normalised to unity)
of the PCs corresponding to these EOFs. One could think of drifting jets as a propagating wave. We know
that a propagating wave can be represented with two EOFs, which are identical but with a phase shift of 7/2,
and their PCs continuously oscillate between the maximum and minimum values to reflect the propagation.
Thus, the power spectra of the PCs show distinct peaks in the frequency space. The wavevector k and peak
frequency w corresponding to the EOFs can be used to compute the jet drift velocity as ¢ = (w/|k|?)k.

days before reaching statistical equilibrium. Also, the total energy (55 [,[Hi|Vir|* +
Ho|Vpo|* + H1S1(¢1 — 109)?], where A is the domain area, and note that H;S; = HS5)
in the equilibrium state increases with the zonal slope magnitude; however, there is a
negligible change in the baroclinic growth rates for the chosen slope magnitudes (figures
2.2-2.3). We further discuss these aspects later in this chapter. We ran the simulations
for 20,000 days and used the data of the last 10,000 days (i.e. 500 snapshots) for the
analysis discussed in this chapter. In our simulations, Rossby number is about 0.01 at

length scales of 100 km as velocities are of order of 0.1 m s™!

and this agrees with the
typical velocity and length scales in the oceans. Hence, it is appropriate to study the jet

dynamics in a QG model.

We ran a number of simulations with different horizontal resolution and domain
size, and did not observe any significant change in the jet tilt angles and drift speeds.
We also ran channel simulations (see appendix B.1 for details), where we used partial-slip
boundary conditions on the meridional boundaries and also ensured no-normal flow on
the meridional boundaries. The partial-slip boundary conditions are used to parameterise
unresolved near-boundary processes (Berloff and McWilliams, 1999). In these simulations
too, we found tilted, drifting jets. However, the dynamics become quite complicated in the
presence of meridional boundaries, as secondary circulations develop along the boundaries.
We do not study the impacts of these secondary circulations in this thesis and focus on

the dynamics of jets and eddies in doubly-periodic domains.
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For the choice of parameter values, only 3-5 jet pairs are formed in the whole
domain and, as a consequence, jets can have only certain tilt angles allowed by periodic
boundaries. Given this, the jet tilt angles and drift speeds in doubly-periodic simulations
tend to be greater than in channel simulations. These artefacts could be minimised by
using a very large domain, as it would increase the number of jet pairs in the domain.
However, it would require significantly more computational resources. The primary aim
of this work is to understand the jet drift mechanism and investigate how large-scale
dynamics is affected by topography. Hence, the choice of a doubly periodic domain is

reasonable.

It is worth mentioning that, in many places in the oceans, alternating jets experi-
ence steep topography, where the topographic gradients are much larger than the slope
magnitudes considered here. The results of this work may not apply to those situations
directly. With this work, we intend to understand jet dynamics in mid-oceans over slowly
varying topography and away from continental boundaries. Also, note that topographic
impacts are significantly enhanced in the two-layer QG model because topography affects
the motion of the full lower layer, which is 3 km deep in our model. It is expected that,
in real oceans or continuously stratified models, the topographic slope magnitudes chosen
in this work would result in smaller jet tilt angles and drift speeds than the ones observed

in our simulations.

3.2 DRIFT VELOCITIES FROM THE LINEAR DISPERSION RELATION

In general, both linear dynamics and nonlinear eddy effects can induce jet drift. We
first analyse the role of the linear dynamics. In this section, we compare the jet drift
velocities, which we computed using the linear dispersion relation, with the jet drift
observed in the fully nonlinear numerical solutions. In particular, we used equation (2.3)
to compute frequencies of the Fourier modes matching the jets in the simulations. We
found that the real parts of these frequencies are nonzero. This means that, even in the
linear system, tilted Fourier modes propagate. We then computed the phase velocities of
these Fourier modes using equation (3.2)*. These phase velocities, as well as the jet drift
velocities estimated from the simulations, are shown in table 3.1. The estimates from the
dispersion relation match well with the drift speeds in the fully nonlinear simulations and
the effects of eddies on the jet drift is quite small. The eddies seem to act against the
jet drift, as the observed drift speeds are slightly smaller than the predictions from the
dispersion relation. This difference is more for steeper zonal slopes and is about 30% in the

large-slope simulation. These comparisons indicate that jet drift speeds can be estimated

*Equation (2.3) results in two frequency solutions for each wavenumber pair (k, k,). Thus, for each
wavenumber, there are two different drift velocities, which are directed in opposite directions and are of
different magnitudes. In order to compare the jet drift velocities, we considered the frequency solution
predicting the same drift direction as seen in the simulations.
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from the linear dispersion relation, at least for small slope magnitudes. However, in cases
where T}, and  are similar in magnitude, tilted jets may not follow the phase speeds of
linear Rossby waves. Although the jet formation is a strongly nonlinear phenomenon, the
linear dynamics has strong control over the large-scale flow (Berloff and Kamenkovich,
2013a,b). Over a flat bottom, the linear dynamics predicts the presence of stationary
zonal eigenmodes, which correspond to zonal jets. However, tilted eigenmodes are not
stationary and propagate with constant velocities, and this property agrees well with the
numerical simulations. Eddies also affect the jet drift, which is discussed in the next

section.

T, (m~'s™') Drift: Simulations Drift: Dispersion Relation

0.83x 10712 —0.02; —0.21) —0.02i —0.235
1.4 x 10712 —0.06¢ —0.47 —0.06: —0.53
2.8 x 10712 —0.127 —0.73] —0.18; —1.06

Table 3.1: Jet drift velocity (cm s~!) estimates from the numerical simulations and dispersion relation. i
and j represent the unit vectors in the zonal and meridional directions, respectively.

3.3 NONLINEAR EFFECTS AND THE ROLE OF EDDIES

Mesoscale eddies, which gain energy from the available potential energy through baro-
clinic instability, exchange momentum and buoyancy with the large-scale flow and affect
the jet dynamics. The impacts of these exchange processes on the jets can be studied by
comparing the cross-jet profiles of eddy forcing and time-mean PV. In the case of sta-
tionary zonal jets, the nonlinear eddy stress terms can be analysed by decomposing the
flow field into the time-mean large-scale flow and eddies (e.g. Panetta, 1993; Berloff et al.,
2009a). However, in the case of drifting jets over the sloped topography, the large-scale
flow itself is time-dependent and it is difficult to separate eddies from the jets. To over-
come this issue, we used a frame of reference propagating with the tilted jets such that
the jets appear stationary and zonal. In this configuration (figure 3.3), the speed of the
frame of reference ¢ and tilt angle 6 correspond to the jet drift speed and tilt angle, re-
spectively, which we estimated from the simulations. We rewrote the governing equation
(2.1) in the new drifting, rotated frame of reference. By doing this, we do not violate the
PV conservation as the new frame of reference does not accelerate. The new governing

equations are (see derivation in appendix A.1 and note that ¢; = ¥;(p, q,t)):

0 0 B O _ oI, O oll;
[E ca—q] II;, = (8p 511Ubs1n0> 34 + ( 9 (511ch089) o

—|—l/v41/12' — 12’7v2'¢i, (33)
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Figure 3.3: Adopted from Khatri and Berloff (2018a). New coordinate system (p,q are the new axes), which
is at an angle 6 (positive for anticlockwise rotation) from the original xy coordinate system and is propagating
with speed ¢ (positive in ¢ direction). € and c correspond to the jet tilt angle and drift speed, respectively,
estimated from the numerical solutions. Alternating jets are represented with green arrows and the time-mean
profile of the jets depends on ¢ only.

where

Q1 )

A\

1, = rv% + S1(tg — 1) +(6 + S1Up) (g cos @ + psin @ + ct cos h),

G2 (3.4)
Iy = V%9 + So (b1 — ba) +(B — Soly)(q cos § + psin 6 + ct cos )

+7T,.(—qsin® + pcos@ — ctsind).

Here, II; is the layer-wise absolute PV, which is the sum of @); (PV of the generated
flow) and the background PV. Also, all variables are functions of spatial directions (p, q)
and time. V = (8%, a%) and 0;; is the Kronecker delta. The first two terms on the right-
hand side (RHS) of equation (3.3) capture the PV generation by the imposed background
flow and PV redistribution by eddies. The rest of the terms on the RHS are viscous dissi-
pation and bottom drag terms, which remove enstrophy and energy from the system. The
role of these terms can be assessed in the time-mean PV balances, which we derived from
equation (3.3). We used Reynolds-style decomposition in the moving frame of reference
to represent the variables as a sum of the time-mean flow (Q;, ¥;) and transient eddies
(Q%, ¥!), and further averaged the equations over time (complete derivation can be found

in appendix A.2). The layer-wise time-averaged equations are:

18



Ly

_ -~ & — Ly Dy
0Q, AN . Q) ~ e — 27
— ==V (@) + (c+ Upsinf)—— —(B+ S1U)sinb -u; + vV, , (3.5)
ot N——— aq N——
Eddy Forcing . St::ass — - Dissipation
Linear Stress Terms
Eddy Forcing - > Dissipation
_ —
9Q, =, 0@, : g
B = -V - (uyQ%) + ca—qj[(ﬁ — SoUyp) sinf + T, cos 8] - us + V(s —v(y,  (3.6)
S—— Ijg” Dy D3
Lg

where u; represents the velocity field (w; = (u;, v;) = (—0;/0q, 01;/0p)) and (; is the rel-
ative vorticity (¢; = V?1);) in each layer. Note that the terms containing time derivatives
of the mean PV (in the rest of the chapter, “mean PV” refers to the time-mean PV due to
the developed flow only, i.e. @,) vanish in the energy equilibrium state and are kept just
for clarity. It is clear from equations (3.5-3.6) that, in the statistical equilibrium state, the
nonlinear terms (referred to as “eddy forcing” or “nonlinear stress terms”, hereafter) and
linear terms (“linear stress terms”: L 4+ LI, and “dissipation terms”: DY 4 D]) balance
each other. We analyse the role of these linear and nonlinear stress terms by comparing

their cross-jet profiles.

In order to compute the stress terms, we used linear interpolation to interpolate
the streamfunction field on the rotated pq coordinate system at every time step and then
aligned these individual snapshots in the moving frame of reference. We then computed
eddy forcing and linear terms present on the RHS in equations (3.5-3.6). We further
averaged these terms over time and in the direction along the jets to create the cross-jet
profiles (shown in figure 3.4 for the medium-slope simulation). As expected, the linear
and nonlinear stress terms largely cancel’ each other (figure 3.4a,b). We also examine the
relative contributions of the individual linear terms (see figure 3.4c,d), which contribute
to the net linear stress terms. In the top layer, L¢ and L™ terms (hereafter we refer to
these as “radiation stress term” and “inertial stress term”, respectively) are roughly four
times in magnitude than the magnitude of the eddy forcing term in the top layer. On the
other hand, linear stress terms and nonlinear stress terms are of similar strength in the
bottom layer. The radiation and inertial stress terms are in opposite phases; hence, they
compensate for each other and the difference is balanced by the eddy forcing term. The
contribution of the dissipation terms is quite small, so we neglect the dissipation terms

in the rest of the analysis. These observations support our hypothesis that the linear

tLinear interpolation leads to small deviations from zero and a higher-order interpolation scheme could
be used for better accuracy. However, linear interpolation was found to be sufficient here. In order to
verify the results, the stress terms were also evaluated in the original xy coordinate system and the stress
fields were then interpolated in the moving frame of reference. There were no significant differences.

19



dynamics can be used to understand the jet drift in our simulations.
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Figure 3.4: Adopted from Khatri and Berloff (2018a). Time-mean cross-jet profiles for the medium-slope
simulation; (a,b): eddy forcing (NL;) and linear stress terms + dissipation terms (L;); (c,d): radiation stress
term (LS), inertial stress term (L), and dissipation terms (DY, D]); and (e,f): Reynolds stress term (Rs;)
and form stress term (F's;). The cross-jet profiles of the Reynolds stress term and form stress term were
smoothed with 10-point moving averages. The profiles were averaged in the moving frame in the interval
10,000-20,000 days. Top and bottom panels are for the upper and lower layers, respectively. The stress terms
(units are in s~2) were normalised by multiplying them to factors of 5 x 10'2 and 2 x 10'2 in the upper and

lower layers, respectively. The time-mean PV profiles (Q;, normalised) are denoted with dashed blue curves
(a,b,e,f) and were multiplied by factors of 2.2 x 105 and 8.8 x 10° in the upper and lower layers, respectively.

It is quite interesting that, in both layers, the linear stress terms are in phase with
the mean PV profiles while the eddy forcing terms tend to smoothen the PV profiles (figure
3.4a,b). As shown in table 3.2, the linear stress terms show a strong positive correlation
(~ 0.6) with the time-mean PV, whereas the eddy forcing is negatively correlated with
the time-mean PV (correlation coefficient ~ —0.3). This indicates that the jets are forced
by the linear stress terms and eddies act to weaken the jets. Previous works on zonal jet
formation in the oceans and planetary atmospheres have shown that eddies drive the jets
(Ingersoll et al., 1981; Panetta, 1993; Ingersoll et al., 2000; Berloff et al., 2009a,b; Chen

et al., 2015). However, the correlation coefficients in table 3.2 suggest the opposite. In
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order to clarify this issue, we computed the Reynolds stress term Rs and form stress term

F's (eddy forcing is the sum of the Reynolds stress term and form stress term):

Rs; = =V - (wj(}), (3.7)
Fs; = =S5V - (aj(¢5 — ¢1)), (3.8)
where ¢ = 1, 2 represent the upper and lower layers, respectively, and €, = —e; = 1. The

rest of the variables are the same as defined in equations (3.5-3.6).

As seen in figure 3.4(e,f), the Reynolds stress term and form stress term have op-
posite effects on the mean PV profile. The Reynolds stress term tends to make the mean
PV profile sharper in the top layer; however, we do not observe any clear impact of the
Reynolds stress term in the bottom layer (see the correlation coefficients in table 3.2).
This indicates that the Reynolds stress term forces the jets mainly in the upper layer
(see also the discussion in Thompson and Young, 2007; Khatri and Berloff, 2018b). We
study this aspect in detail in chapter 6. On the other hand, the form stress term tends to
smoothen the mean PV profile as the form stress term and mean PV profiles are negatively
correlated in both layers (see the correlation coefficients in table 3.2). This is because
eddies gain energy from the available potential energy of the mean flow and act to reduce
the vertical shear in the system. As a result, the form stress term is anti-correlated to
the mean PV. These observations are in agreement with theoretical aspects. In a system
forced with an eastward background vertical shear, we expect the form stress term to act
against the mean PV in both layers and the Reynolds stress term to force the jets in the
upper layer (Berloff et al., 2009a; Khatri and Berloff, 2018b).

Layer Linear (L + L") Eddy (Rs; + F's;) Reynolds (Rs;) Form (F's;)
Top (i = 1) 0.60 —0.24 0.26 ~0.93
Bottom (i = 2) 0.86 —0.33 —0.01 —0.89

Table 3.2: Correlation coefficients between the time-mean cross-jet profiles of the linear and nonlinear stress

terms, and the mean PV (Q);) in both layers for the medium-slope simulation. The jets are forced by the linear
stress terms while eddies act against the jets.

Note that the Reynolds stress term and form stress term are of comparable mag-
nitudes in the top layer (figure 3.4e). In the case of zonal jets over a flat bottom, the
Reynolds term is generally much stronger than the form stress term in the top layer and,
in the overall balance, eddy forcing tends to make the mean PV profile sharper; thus,
eddies force the jets. However, in the presence of the sloped topography, the effect of
the form stress term is more prominent and, in fact, it overcomes the Reynolds stress
term in the upper layer. As a result, eddies act against the jets and gain energy from the
jets, which are forced by the linear stress terms. Kamenkovich et al. (2009) studied the

dynamics of multiple jets in the North Atlantic ocean and found evidence of both kinds
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of eddy feedbacks (also see Melnichenko et al., 2010; Barthel et al., 2017; Youngs et al.,
2017). It is important to note that if the Reynolds decomposition is used in a stationary
frame of reference to compute eddy field, then eddies would also include the contribution
from the drifting jets; thus, eddy forcing would include the terms interpreted as linear

stress terms in this work. This could make it difficult to compare our results to earlier

studies.
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Figure 3.5: Adopted from Khatri and Berloff (2018a). Time-mean cross-jet profiles for the medium-slope
simulation; (a,b): Eddy relative vorticity flux v/(/, eddy buoyancy flux €;S;.v}(14 — 1) and eddy PV flux
v]Q"; (c): Heat diffusivity. The profiles were averaged in the moving frame in the interval 10,000-20,000 days.
The green curves in (a,b) represent the mean flow (normalised), and the actual velocity magnitudes are shown

in (c).

We also computed the cross-jet profiles of layer-wise eddy PV fluxes (W), eddy
relative vorticity fluxes (v/¢/) and eddy buoyancy fluxes (¢;S;.v] (1, — ¥})) across the jets
(figure 3.5a,b). The eddy buoyancy fluxes (also called as “eddy heat fluxes”) contribute
the most to the eddy PV fluxes. Here, eddies transport buoyancy and PV anomalies
southwards (northwards) in the top (bottom) layer. We further computed eddy heat
diffusivity pp:

€50} (Y5 — 1//) €:.5;-v; (g — 1//) (¢2 Y1)

- = . (3.9
' —0, b (9(1(6,-5@(1/12 ¢ ) + €;5;Upq cos 0) Uy — Uy — Upcos@ (3.9)

where b; is the layer-wise time-mean buoyancy and other notations are the same as in
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equations (3.7-3.8). Although the expressions for the heat diffusivity are different in
individual layers, they are mathematically equivalent and the computed cross-jet profiles
of the layer-wise heat diffusivity are the same. As seen in figure 3.5¢, the heat diffusivity
is positive at all latitudes. Hence, the eddies advect buoyancy anomaly down-gradient,
which leads to smoothening of the PV gradients. Also, note that the maxima (minima)
in the heat diffusivity profile roughly coincide with the eastward (westward) jets. Since
the eddy flux is at maximum in the eastward jet cores, the dynamics do not agree with
the theory of barotropic “PV staircases”, which predict reduced eddy transport across
eastward jets (e.g. Dritschel and Mclntyre, 2008). The eddy relative vorticity fluxes, on
the other hand, are positively correlated with the mean flow (figure 3.5a,b); thus, they
force the jets or, in other words, eddy relative vorticity fluxes are up-gradient. Overall,
the behaviour of these fluxes is the same as seen in zonal jets over a flat bottom (Panetta,
1993; Thompson and Young, 2007). Only the relative contributions of the eddy relative
vorticity and buoyancy fluxes to the eddy PV fluxes change because of the presence of
the sloped topography. The magnitude of the heat diffusivity is significantly affected by

the zonal slope magnitude and we analyse this aspect in the next chapter.

As discussed above, in the presence of the topography, the form stress term domi-
nates over the Reynolds stress term and, in the overall balance, eddies tend to act against
the jets. In order to observe the change in the eddy behaviour from being jet-supporting to
jet-opposing more clearly, the correlation coefficients between the eddy forcing and mean
PV profiles were computed in simulations run with different zonal slope magnitudes (table
3.3). The correlation in the top layer changes from a positive value to negative values
with increasing the slope magnitude. This shows that, over a flat bottom, eddies sup-
port the jets, whereas eddies tend to act against the jets over a sloped topography due
to an increase in the strength of the form stress term. Note that, in the bottom layer,
the correlation is always negative. This is because, in the bottom layer, the eddy forcing
is dominated by the form stress term (Thompson and Young, 2007; Khatri and Berloff,
2018b) and the mean PV has the majority of the contribution from the buoyancy term,
Sy(1p; —1),). Since the eddy buoyancy fluxes are always down-gradient, the correlation is
always negative in the bottom layer. We discuss the role of layer-wise eddy fluxes in detail
in chapter 6. It is important to note here that the computed critical slope magnitude,
at which the correlation changes the sign, is not unique and strongly depends on the
chosen parameter values. The critical slope may also be affected by the imposed periodic

boundary conditions in the model.

The analyses of the eddy forcing and eddy PV fluxes show that the vertical flow
structure is a major factor that decides the impact of eddies on the large-scale flow.
Our hypothesis is that the primary role of eddies here is to stabilise the system by either
forcing or acting against the jets. In the case of zonal jets over a flat bottom, eddies deposit

momentum into the jets and counteract the viscous dissipation and bottom friction. On
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T, 0  055x10712 083 x107!2 14x 10712 1.94x107!2 2.8 x 10712

Top 0.67 0.24 —0.07 —0.24 —0.64 —0.56
Bottom | —0.52 —0.82 —0.84 —0.33 —0.97 —0.66

Table 3.3: Correlation coefficients between the cross-jet profiles of the time-mean layer-wise eddy forcing
(EF; = Rs; + F's;, where i = 1 and ¢ = 2 indicate the top and bottom layers, respectively) and the time-
mean PV (Q,) as a function of the zonal slope magnitude (7}, units are in m~1s™!). For the rest of the
parameters in the numerical simulations, values shown in table 2.1 were used.

the other hand, over a sloped topography, the tilted jets are directly forced by the inertial
stress term L™ and eddies remove energy from the jets to compensate for the linear

forcing. This way, eddies help in stabilising the system.

3.4 JET DRIFT MECHANISM

On the basis of the analysis in the previous sections, we argue that the jet drift is mainly
controlled by the linear dynamics in our simulations. This can be understood by examining
the linear stress terms in equations (3.5-3.6) more closely. The inertial stress term L,
which directly forces the jets by sharpening the mean PV profile, is proportional to the
mean along-jet velocity in each layer. By construction, the absolute maxima of u; and
@, are not aligned and have a large offset. In a similar manner, the cross-jet profiles of
the radiation stress term L¢, which counteracts the inertial stress term, and mean PV
are also significantly offset. In fact, the profiles of L¢ and @, are exactly orthogonal to
each other (i.e. zero correlation), as L is proportional to 9Q,/dq in both layers (the
maximum,/minimum correlation coefficients computed using the time-lagged profiles and
the corresponding lead/lag phases are shown in table 3.4). The inertial stress terms tend
to enhance the mean cross-jet PV gradients resulting in the strengthening of the jets (see
figure 3.4c,d). The maximum increase in the absolute PV values is associated with the
maxima in the mean flow (a schematic is shown in figure 3.6). Also, in the equilibrium
state, the domain integrated PV is conserved governed by the QG dynamics. Thus, in
order to have both a local PV increase induced by the inertial stress terms and the global
PV conservation, the jets drift southwards. The same applies to the case of a negative
zonal slope, in which only the jet drift direction reverses. On the contrary, the absolute
maxima in the cross-jet eddy forcing and mean PV profiles are almost aligned (table 3.5)
and eddies have a very limited impact on the jet drift. Hence, the off-core linear forcing

terms make the jets drift.

Boland et al. (2012) anticipate that the tilted jets drift meridionally to negate the
effect of PV advection by the mean flow across PV isolines. The mechanism proposed
in this thesis is in agreement with Boland et al. (2012) . It is evident from equations

(3.5-3.6) that the inertial stress terms are associated with PV advection by the mean
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Radiation stress term (L) Inertial stress term (L")
Layer Cor. Min. lag-cor. Lag (deg.) | Cor. Max. lag-cor. Lag (deg.)
Top(i=1) | 0 ~0.01 844 | 0.13 0.97 78.8
Bottom (i = 2) | 0 ~0.97 90 0.58 0.97 56.3

Table 3.4: Correlation coefficients and the maximum /minimum lag-correlation coefficients between the time-

mean cross-jet profiles of the linear stress terms and mean PV (Q),) for the medium-slope simulation. Here, a
lag period of 180° is equal to the width (in ¢ direction) of one jet pair.

Reynolds stress term (Rs;) Form stress term (F's;)
Layer Cor. Max. lag-cor. Lag (deg.) | Cor. Min. lag-cor. Lag (deg.)
Top (i =1) 0.26 0.29 16.9 —0.93 —0.96 11.3
Bottom (i = 2) | —0.01 0.08 —129 —0.89 —0.90 —11.3

Table 3.5: Correlation coefficients and the maximum/minimum lag-correlation coefficients between the time-
mean cross-jet profiles of the nonlinear stress terms and mean PV (Q),) for the medium-slope simulation. Here,
a lag period of 180° is equal to the width (in ¢ direction) of one jet pair.

flow and the radiation stress terms, which capture the jet drift, compensate for this PV
advection. Melnichenko et al. (2010) analysed the time-mean relative vorticity and PV
balances to study the dynamics of drifting striations in the Pacific ocean using the output
from an ocean general circulation model and altimetry dataset. They found the presence
of linear advection terms in the time-averaged PV budget due to a nonzero angle between
the large-scale flow and tilted striations, and they suspect that these linear advection
terms could potentially induce jet drift. Note that, in our simulations, the eddy forcing
and mean PV profiles also have a small offset (table 3.5), which could force the jets to
move northwards, which is opposite to the observed drift direction. Indeed, eddies tend
to slow the jets down (see table 3.1); however, it is not sufficient to stop the drift induced
by the linear stress terms. On the other hand, eddies may have a significant impact on
jet drift in the presence of steep topography and this has been seen in some studies (e.g.
Thompson and Richards, 2011; Chen et al., 2015).

There are other mechanisms that can cause jet drift even in the absence of topog-
raphy. For example, jets drift in systems forced with a meridionally non-uniform stress
term, which results in meridionally asymmetric eddy momentum fluxes leading to jet drift
in the meridional direction (Williams, 2003; Chan et al., 2007; Chemke and Kaspi, 2015b).
It has been suggested that jets propagate in systems in which the reflectional (or mirror)
symmetry is broken (Srinivasan, 2013). In general, idealised studies forced with either a
uniform background vertical shear or an isotropic small-scale forcing generate stationary
zonal jets, as the choices of the forcing terms preserve the mirror symmetry. Even in a
barotropic model, an anisotropic forcing term can break this symmetry resulting in the
formation of drifting jets (see chapter 3 in Srinivasan, 2013). In our work, the zonal topo-

graphic slope breaks this symmetry. However, the jets are tilted over topography, whereas
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Top Layer Bottom Layer

Figure 3.6: Adopted from Khatri and Berloff (2018a). Sketch of the cross-jet profiles of the mean PV (violet)
and mean along-jet velocity (red). The profiles show the offset in the alignment observed in the numerical
simulations (relative magnitudes are not to scale). The locations of the maximum increase/decrease in PV
are indicated with red dashed arrows and the resulting direction of jet drift is shown with violet arrows. The
zero lines are shown with black dotted lines.

the drifting jets can stay purely zonal in systems forced with an anisotropic forcing.

3.5 INTERPRETATION OF THE LINEAR FORCING

We observe that the inertial stress terms force the tilted jets and eddies remove energy
from the jets. Here, the tilted jets and background shear are coupled via the sloped
topography. The jets are able to gain energy directly from the imposed background shear
and the forcing intensity depends on the mean flow strength. On the other hand, eddies
gain energy from the jets as well as from the background shear. This is confirmed in
chapter 4, where we analyse energetics of the tilted jets and eddies in the equilibrium
state. This balance works only in continuously forced-dissipative systems as the flow
dynamics would be very different in the absence of the background shear, which is the

energy source for the jets. This aspect is addressed in detail in chapter 5.
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3.6 ENERCY EQUILIBRATION AND THE LONG-TIME FLOW ADJUSTMENT

In addition to the jet tilt and drift, the energy of the system in the equilibrium state
increases significantly with the zonal slope magnitude (figure 3.1i), even though the baro-
clinic growth rates are roughly the same. This happens because eddies grow by gaining
energy from the background vertical shear through baroclinic instability as well as from
the tilted jets. At the same time, the tilted jets are directly forced by the imposed shear
and this energy gain is more for steeper zonal slopes. As a result, the system tends to be
more energetic. It has been shown previously that eddies tend to be more energetic in
systems in which the background shear has a nonzero meridional component and the rate
of increase in the eddy energy is roughly proportional to the angle between the direction
of the imposed shear and PV isolines (Arbic and Flierl, 2004b; Smith, 2007). In our study,
PV isolines are tilted from the zonal direction due to the presence of the sloped topogra-
phy and this introduces a nonzero angle between the vertical shear and background PV

isolines. Thus, the energy of the system increases in the equilibrium state.

Another important observation we made is that, in the presence of topography,
the system takes a long time to attain energy equilibrium. As seen in figure 3.1i, the
total energy continuously increases in the interval 1,000-4,000 days, although the jets are
formed by 1,000 days (figure 2.4). In order to investigate this matter, we first compare
the energies of the barotropic and baroclinic low components during this transient period
(figure 3.7). It can be seen that both barotropic and baroclinic components grow at
similar rates and the ratio of the barotropic kinetic energy to the total kinetic energy
(barotropic + baroclinic, EFpr + Epc) remains roughly constant during this time. Hence,

this does not explain why energy of the system increases in the transient period.

Another possibility is that this slow energy increase is associated with the direct
forcing, which is due to the imposed vertical shear, experienced by the jets. The inertial
stress terms, which force the jets, are directly proportional to the mean along-jet velocity
and this direct forcing becomes active only after the formation of the jets. Note that,
initially, eddies grow via baroclinic instability and transfer energy upscale resulting in
the formation of the jets. Later, however, the formed jets start gaining energy from the
background flow through the inertial stress terms and eddies start acting against the jets.
Given this, there should be a transition in the eddy behaviour from being jet-supporting
to jet-opposing. In order to confirm the hypothesis, we computed correlation coefficients
between the cross-jet profiles of the eddy forcing and PV in the time interval 500-4,000
days. As seen in figure 3.7c, the correlation coefficient in the top layer changes from a
positive value to negative values with time. This shows that the form stress term becomes
much stronger than the Reynolds stress term during this transient period and the overall
impact of eddies is to weaken the jets. In the bottom layer, the correlation coefficient

always remains negative because the Reynolds stress term in the lower layer is very weak
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Figure 3.7: Adopted from Khatri and Berloff (2018a). Time evolution in the medium-slope simulation (a)
Barotropic velocity = m(Hﬂtl + Houg), (b) Baroclinic velocity = w3 — us (cross-jet profiles, averaged in
p direction, were aligned in the frame of reference propagating with the drifting jets; legend units are in days),
and (c) Correlation coefficients computed between the eddy forcing and PV profiles, and the barotropic kinetic
energy fraction. Note that we computed the eddy field using the full flow-field at every time step because we
could not compute a mean flow in the transient state.

and the form stress term contributes the most to the eddy forcing term (also read the

discussion of table 3.3). These results agree with our hypothesis and provide a reasonable

explanation for the long-time energy adjustment.

3.7 SUMMARY

In this chapter, we studied the physical mechanism of jet drift over a zonally sloped
topography in a two-layer QG model. We observe that jet drift is predicted by the linear

dispersion relation and the drift speeds agree well with the phase speeds of linear Rossby
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waves for gentle slopes. However, the deviations can be significant for steep slopes. We
further analysed the PV budget in a frame of reference moving with the jets and it is found
that linear stress terms, which we referred to as radiation stress and inertial stress terms,
appear in the time-mean PV balances due to the presence of topography. The linear
stress terms and eddy forcing largely balance each other. We also show that the radiation
stress and inertial stress terms are much stronger than the nonlinear eddy forcing and the
linear dynamics controls the jet drift. The jets drift meridionally to compensate for PV
advection by the mean flow across PV isolines, which is in agreement with Boland et al.
(2012). Also, we found that the tilted jets are coupled to the imposed shear and are able
to gain energy directly from the background vertical shear. On the other hand, eddies act
against the jets. This is because eddy buoyancy effects are significantly enhanced over
topography and the form stress term tends to dominate over the Reynolds stress term in
the top layer. As a result, the impact of eddies is the opposite to the case of eddy-driven
stationary zonal jets (Rhines, 1975). The results suggest that, in the oceans, eddies can

also act to weaken multiple jets in some regimes.
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ENERGETICS OF TILTED JETS

As seen in the previous chapter, in the presence of the sloped topography, tilted jets
are able to gain energy directly from the imposed vertical shear. Here, we use energy
equations, which we derived from equation (3.3), for the mean flow and eddies to compute
energy gain by the jets and eddies directly from the imposed vertical shear as a function
of the slope magnitude. We further analyse the energy exchanges between the jets and
eddies as well as energy loss due to viscous dissipation and bottom friction in the numerical
simulations run with different magnitudes of the zonal slope. Also, the impacts of the

slope magnitude on eddy potential vorticity (PV) and heat diffusivities are investigated.

4.1 ENERGY BUDGET ANALYSIS

We derived the energy equations for the mean flow, i.e. drifting jets, and eddies in the
non-stationary frame of reference, which is described in chapter 3. In order to derive the
mean flow and eddy energy budgets, we multiplied 1; (represents the time-mean flow)
and 1] (presents the transient eddy field), respectively, to the governing equation (3.3)
and integrated over the whole domain. We further averaged the energy equations in time

and the final equations are (refer appendix A.3 for the complete derivation):
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Here, i = 1 (i = 2) denotes the top (bottom) layer and €; = —e; = 1. 4); is the layer-
wise velocity streamfunction, u; = (u;, v;) is the velocity and (; is the relative vorticity.
KFE,, and KFE, represent the kinetic energy of the mean flow and eddies, respectively.
PFE,, and PE, are the potential energy of the mean flow and eddies, respectively. The rest
of the parameters are the same as defined in table 2.1. In the state of energy equilibrium,
the time-derivatives of the sum of kinetic energy and potential energy for the mean flow

and eddies in the above equations vanish. Hence, the energy gain by the jets and eddies,
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denoted by E,, (note that cos 61, (01,/0p) ~ 0 because the mean flow is a function of ¢
only) and E, (conversion of the background available potential energy into eddy kinetic
energy through baroclinic instability), from the imposed vertical shear is balanced by
energy loss due to viscous dissipation (V,,,, V) and bottom drag (D,,, D.). Also, as seen
in equations (4.1-4.2), the jets and eddies continuously exchange energy via exchanges
of eddy momentum (7)) and buoyancy (7). In our notation, T, and 7T} are positive if
eddies lose energy to the jets. Note that, if eddies (the jets) gain energy due to eddy-jet
interactions, then the jets (eddies) lose energy by the same amount. Thus, the first two
terms on the right-hand-side in each of the equations (4.1-4.2) are of equal magnitudes
and opposite signs (refer equation (A.26) for details). A schematic of all these processes is
shown in figure 4.1. Additional terms, which can be represented in flux form, appear in the
derivations of the energy equations. The integrals of those terms over the whole domain

vanish as there is no flux input/output from the boundaries (see details in appendix A.3).

Background Shear

Eddies

Viscous Dissipation Bottom Drag

Figure 4.1: Schematic of energetics. E,, (F.) represents the energy gain by jets (eddies) from the imposed
vertical shear. T}, and T} are energy exchanges between the jets and eddies through momentum and buoyancy
exchanges. The rest of the terms represent the energy loss through viscous dissipation and bottom friction.

Similar to the approach adopted in chapter 3, we first interpolated the streamfunc-
tion field on the moving frame of reference for every snapshot in the energy equilibrium
state and computed the time-mean flow (data in the time interval 10,000-20,000 days in
the numerical simulations was used). We then subtracted the time-mean flow from the
full field to compute the eddy field at different times. We computed the energy gain,
energy exchange and energy loss terms for the numerical simulations run with different

magnitudes of the zonal slope (table 4.1). In the case of purely zonal jets over a flat
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bottom (7, = 0), the energy gain by the jets from the imposed shear is negligible and
almost all of the energy is gained by eddies from the background vertical shear. This
makes sense because purely zonal jets cannot extract energy from the imposed vertical
shear (see the expressions for F,, in equation (4.1)). The energy gain by the jets (E,,)
increases with the magnitude of the slope because F,, is directly proportional to the tilt
angle and the jet tilt angle increases with the slope magnitude. In fact, for steeper slopes,
the energy gain by the jets from the imposed shear is more than the energy gain by eddies
through baroclinic instability process. As a result, the system tends to be more energetic
for steeper slopes, which we observe in the previous chapter. In a way, the direct energy
transfer from the imposed shear to the jets is similar to the baroclinic instability process
as the expressions for E,, and E, are very similar. Hence, F,, represents the conversion of

the background available potential energy into the mean kinetic energy of the large-scale

flow.
Energy gain | Jet-eddy exchange Energy loss

T, (m~s™) | E, E. T, Ty Vin D,, Ve D,

0x 10712 0.13 3.55 | 1.35 —0.29 —-0.63 —-0.46 —2.10 —0.49
0.55 x 10712 | 0.82 3.58 | 2.48 —1.16 —1.41 -0.80 —2.01 —0.42
0.83x 10712 | 221 554 | 3.56 —2.52 —-2.18 —-1.28 —-399 -1.04
1.4x 10712 | 6.65 848 | 7.84 —8.35 —-4.00 —-3.52 —-7.62 —=2.07
1.9x 1072 | 17.89 15.23 | 11.43 —18.85 —6.72 —6.27 —-17.34 —7.49

Table 4.1: Energy gains, exchanges and losses by the mean flow and eddies (units are in 10* m3s=3). E,,
(E.) represents the energy gain by the jets (eddies) from the imposed vertical shear. T, and T} are energy
exchanges between the jets and eddies through momentum and buoyancy exchanges. The rest of the terms
represent the energy loss through viscous dissipation and bottom friction. The terms were integrated over the
whole domain and averaged over time (for the last 10,000 days in the simulations). The computations were
performed in the frame of reference moving with the jets (see figure 3.3).

The rates of energy exchanges between the jets and eddies, which are denoted with
T, and T, are also affected because of the presence of topography. As discussed in chapter
3, eddies force the jets by transferring momentum to the jets and this results in positive
values for T, (see table 4.1). On the other hand, eddies remove energy from the jets
through eddy buoyancy effects; hence, T} is negative in all cases. The overall impact of
eddies on the jets is determined by the sum of these two energy exchange terms. Over a
flat bottom, eddies transfer energy to the jets on the net; thus, the jets are eddy-driven.
This is in agreement with previous works on the formation of stationary zonal jets (e.g.
Panetta, 1993; Lee, 1997; Thompson and Young, 2007). However, over a zonally sloped
topography, the magnitudes of these exchange terms increase with the slope magnitude.
We observe that the magnitude of 7}, increases much faster than the magnitude of T,
and, in the numerical simulations run with relatively steeper slopes, the absolute value
of T} is more than the absolute value of T,,. Thus, in these cases, eddies remove energy

from the jets on the net and act against the alternating jets. The same eddy behaviour is
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seen when we look at correlation coefficients between the cross-jet profiles of eddy forcing
and the mean PV as a function of the slope magnitude (see table 3.3). In the numerical
simulations corresponding to steeper slopes, negative correlation coefficients between eddy
forcing and the mean PV profiles show that eddies act against the jets. In this scenario,
the jets are directly maintained by the imposed vertical shear and eddies play a secondary
role. Eddies remove excess energy from the jets and help the system to attain an energy

equilibrium state.

In the equilibrium state, the energy gain from the imposed shear is balanced by
viscous dissipation and bottom friction terms. As the slope magnitude is increased, the
rate of energy dissipation also increases to compensate against the increasing magnitudes
of the energy gain terms and the total energy of the system is maintained in the equilibrium
state. Note that, the absolute values of the energy gain terms and dissipation terms do
not exactly balance each other in table 4.1. The deviations from zero are due to the
interpolation scheme used in interpolating the streamfunction field on the moving frame
of reference in the energy analysis. Nevertheless, the computational errors are small and

do not affect the final conclusions.

4.2 HEAT AND PV DIFFUSIVITIES

In chapter 3, we compute heat diffusivity in the moving frame of reference and it is found
that eddy buoyancy fluxes are down-gradient in the presence of the sloped topography.
Since the strength of buoyancy fluxes increases significantly with the slope magnitude, it
is helpful to analyse the impacts of topography on the magnitude of the heat diffusivity.
In addition, we also compute PV diffusivity. These diffusivity coefficients are useful in
quantifying the strength of eddy transport in the oceans. In general, eddy buoyancy and
PV fluxes are down-gradient, and the diffusivity coefficients are positive at all locations
along the cross-jet profile (e.g. see figure 3.5). Hence, we mainly focus on diffusivity coef-
ficients averaged over the whole domain. We computed the mean heat and PV diffusivity

coefficients using the following relations,

= eiSvj(vg — ¥) _ ul(W) — )
H —0q(€:5i(Vg — ) + €5 Usq cos 0) Uy — Uy — Upcos@ [’

o vQ ) VG + &S = U7)
P —9,(Q; + (B + €S;Up)q cos 0) —0,Gi + €:5i(Ty — W) — (B + €SiUy) cos 0 '
(4.4)

Here, i = 1 (i = 2) denotes the top (bottom) layer, ¢, = —e; = 1 and (.) represents
the mean over the whole domain. 1; and Q; = V?; + €;S;(¢»» — 11) are the layer-wise

34



velocity streamfunction and PV anomaly, respectively. u; = (u;, v;) and (; are the velocity
and relative vorticity, respectively, computed in the moving frame of reference. The rest
of the parameters are the same as defined in table 2.1. Overbar represents the mean in

the along-jet direction as well as over time, whereas primes represent the eddy field.
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Figure 4.2: Domain-averaged heat and PV diffusivity coefficients as a function of T,,. The computations
were performed over the last 10,000 days in the frame of reference moving with the jets (see figure 3.3).

The computed values of the heat and PV diffusivities are shown in figure 4.2. The
values of the heat diffusivity in the upper and lower layers are the same because the
layer-wise heat diffusivity relations in equation (4.4) are mathematically equivalent. Both
the heat and PV diffusivities increase with the slope magnitude. One of the reasons for
this increase is that the strength of eddy fluxes is enhanced over topography as eddies
tend to be more energetic (eddies gain energy from the jets as well as from the imposed
shear, see table 4.1). A similar increasing trend in the magnitudes of the diffusivity
coefficients is expected over rough topography in the oceans (e.g. Tamsitt et al., 2017),
although the absolute values may not match with our idealised simulations. Our results
are in agreement with the works of Thompson (2010); Boland et al. (2012), who analysed
transport properties in drifting jets over topography. These studies computed effective
diffusivities in a stationary frame of reference; hence, their formulation included the effects
of both the drifting jets and eddies. On the other hand, in our analysis, the diffusivity
computations were performed in the moving frame of reference and only eddy fluxes were

considered.

4.3 SUMMARY

In this chapter, we analysed the energy budgets of the drifting tilted jets and eddies in a
non-stationary frame of reference moving with the jets. We show that the tilted jets are
able to gain energy directly from the imposed eastward shear and the expression of this
energy gain term resembles the term representing the conversion of the available potential
energy to eddy kinetic energy through baroclinic instability process. However, in the case

of tilted jets, this is the conversion of the available potential energy due to the imposed
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shear directly to the mean kinetic energy of the large-scale flow. The rates of energy gain
by the jets and eddies from the imposed shear increase with the topographic slope and
the system stabilises at higher energy levels for steeper slopes. On the other hand, eddies
play more of a secondary role and remove excess energy from the jets. In the presence
of the sloped topography, eddy buoyancy fluxes are enhanced and, for sufficiently steep
slopes, eddies remove more energy from the jets through eddy buoyancy effects than they
transfer to the jets by transferring momentum into the jets. We also computed the heat
and PV diffusivities as a function of the slope magnitude. We find that the diffusivity
magnitudes are greater for steeper slopes. This indicates that rough topography may

enhance eddy transport locally in the oceans.
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EFFECTS OF VANISHING EDDY VISCOSITY

The contents of this chapter are derived from the manuscript titled “Tilted, drifting jets
over a zonally sloped topography: FElffects of vanishing eddy viscosity”, which has been

accepted for publication in the Journal of Fluid Mechanics.

In the previous chapters, the dynamics of the jets were studied in continuously
forced-dissipative systems, in which both the tilted jets and mesoscale eddies gain energy
from the background vertical shear (Khatri and Berloff, 2018a). In the energy equilibrium
state, this energy gain from the imposed vertical shear is balanced by energy loss through
viscous dissipation and bottom friction. This suggests that reducing the dissipative pa-
rameters while keeping the strength of the background flow fixed may have a considerable
impact on the dynamics, as the balance between the forcing and dissipation terms plays
an important role in governing the large-scale dynamics. Also, the system dynamics in
the case of freely evolving turbulence, in which the background flow is absent, is not un-
derstood. In ocean models, the primary role of eddy viscosity is to dissipate enstrophy at
the grid scale; however, a considerable amount of energy is also dissipated at small-scales

due to viscous effects and this affects the dynamics.

In this chapter, our focus is on investigating the impacts of dissipation strength
on the drifting jets and studying the system dynamics in weak-dissipation flow regimes.
Here, we study the jet dynamics in a number of simulations, which we ran with dif-
ferent magnitudes of dissipative parameters while keeping the strength of the imposed
background shear fixed. In particular, we employed empirical orthogonal function (EOF)
analysis to identify dominant flow patterns in the model solutions. As we will see in the
next section, in addition to the tilted jets, other large-scale spatial patterns, which also
propagate, are observed in the flow field. The presence of many large-scale patterns is in

contrast to the case of zonal jet formation scenario, in which the flow field mainly consists
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of zonal jets and mesoscale eddies. We further analyse the nonlinear interactions among
these large-scale patterns and perform linear stability analysis to assess the impacts of

dissipative parameters on the nonlinear interactions.

5.1 EOF ANALYSIS

In order to decompose the streamfunction field into a set of mutually orthogonal spatial
patterns* and their principal components (PCs), we applied EOF analysis technique to the
streamfunction field data of the last 10,000 days from the doubly-periodic simulations.
We used the streamfunction field during the time period when the system was in an
energy equilibrium state (see figure 3.1). The primary purpose of using EOF analysis is
to identify the large-scale spatial patterns which contribute to the full flow field. Although
individual EOFs do not correspond to the dynamical eigenmodes in the system, EOFs do
provide some information about the presence of different energetic scales in the system.
As seen in figure 5.1, the leading four EOFs capture two types of large-scale patterns.
Note that consecutive EOF's appear in quadratures, as at least two EOF's are required to
represent a propagating pattern. The first pair of EOFs captures the titled jets (will be
referred to as J mode in the rest of the chapter) and the second pair of EOFs captures a
purely zonal mode (will be referred to as Z mode in the rest of the chapter). In order to
analyse the evolution of the J mode in time, we multiplied the first and second EOFs by
their PCs and added them to reconstruct the J mode. Similarly, we used the second pair
of EOFs and the corresponding PCs to reconstruct the Z mode. The power spectra of
the PCs corresponding to these EOF's indicate that both the J and Z modes propagate
with constant speeds corresponding to distinct frequency peaks in the power spectra (see
bottom panels in figure 5.1). The Z mode moves northward, i.e. opposite to the J mode
(see middle panels in figure 5.1). The Z mode moves much faster than the J mode. We
also verified that the J and Z modes exist irrespective of the model configuration and
boundary conditions (for J and Z modes in a channel simulation, see appendix B.2).
However, for simplicity, we only focus on doubly-periodic simulations in the rest of the

chapter.

We also noticed that the relative contributions of the J and Z modes to the flow
field are highly dependent on the magnitude of the zonal slope (variances captured by the

J and Z modes in different simulations are listed in table 5.1). The contribution of the

*We computed EOFs corresponding to the streamfunction field because streamfunction captures the
large-scale flow structure much better than velocity and potential vorticity (PV) fields. In fact, we
tried extracting large-scale modes by applying EOF analysis to the PV field; however, the leading EOF's
mainly captured small-scale eddies, which contain most of the circulation in the system. Also, we used the
streamfunction field in both layers together to compute EOFs having the full three-dimensional structure,
i.e. variation in the zonal and meridional directions as well as in the individual layers. For the purpose of
comparison, we also applied EOF analysis to the streamfunction field in the individual layers to compute
EQOFs in the upper and lower layers separately. The results did not show any considerable difference.
The leading EOFs were the same, although variances captured by different EOFs were slightly different.
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Figure 5.1: Leading EOFs of the streamfunction field in the simulation corresponding to figure 3.2 (data in
the interval 10,000-20,000 days, i.e. 500 snapshots, was used for the EOF analysis); (a) EOF1, EOF2 (b)
EOF3, EOF4. The spatial structure of the EOFs in the top layer is shown in the top panels, and Hovmoller
diagrams of the J and Z modes reconstructed using EOFs and their PCs are shown in the middle panels
(meridional cross-section of the modes at the centre of the domain is plotted against time). Colorbar range is
[-1,1], blue to red. The power spectra of PCs (normalised to unity) corresponding to the EOFs are shown in
the bottom panels. Note that the second and fourth EOFs are counterparts of the first and third EOFs, with
the same spatial structure but with a phase shift of /2. Here, one of the EOFs in a pair is shown. The J
and Z modes together capture about 75% of the variance.

J (Z) mode to the flow field decreases (increases) with increasing the magnitude of the
zonal slope. In fact, in the numerical simulation run with 7, = 2.8 x 107'2 m~!s!, the
variance captured by the Z mode is more than the variance of the J mode. Together, the
J and Z modes capture most of the variance in all simulations. The propagation (drift)
velocities of these modes are also shown in table 5.1, which were computed using equation
(3.2). We compare the drift speeds of the modes with phase speeds of the linear Rossby
waves obtained from the linear dispersion relation. In chapter 3, we show that the jet
drift speeds agree well with the estimates from the linear dispersion relation. It is quite
amazing that, in addition to the tilted J mode, the propagation speeds of the Z mode in
the numerical simulations are also well predicted from the linear dispersion relation. This
further strengthens the claim that the linear dynamics controls a major part of the flow

dynamics.

As shown in chapter 3, tilted jets drift to compensate for the potential vorticity (PV)
advection by the mean flow across PV isolines (Boland et al., 2012; Khatri and Berloff,
2018a) and the same physical mechanism can be used to understand the propagation of
the Z mode. The J mode advects PV across PV isolines in both layers, as the J mode
tends to be aligned with the mean barotropic PV isolines (Boland et al., 2012). On the
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T, x 10 | Var. (%) | Velocity NS (cm s7%) | Velocity DR (cm s™) | n,

(m-'s Y| J Z J Z J Z |J Z| fer
1.4 66.8 9.2 | —0.05; —0.46; 1.56; | —0.07¢ —0.53; 2.15; | 4 2 ]0.45
2.1 26.6 16.4 | —0.047 —0.315 12.58 j | —0.047 —0.34; 12.807 | 4 1 | 0.56
2.8 83 66.8 | —0.13; —0.815 17.265 | —0.18 —1.06; 17.075 | 3 1 |0.72

Table 5.1: Variances and drift velocities, obtained from the numerical simulations (NS) as well as using the
linear dispersion relation (DR), of the J and Z modes as a function of the slope magnitude. The rest of
the parameters were kept the same in the simulations, see table 2.1. % and j are the zonal and meridional
unit vectors, respectively. n, is equal to the number of meridional wavelengths of a mode that is equal to
the meridional width of the domain. In all simulations, the zonal wavelength of the J modes is equal to
the zonal extent of the domain. fpr = Epr/(Epr + Epc) is the the mean barotropic KE fraction, where
Epr =1/2 [, |upr|* and Egc = 1/2 [, Jupc|? are the barotropic and baroclinic KE, respectively, integrated
over the whole domain.

other hand, the purely zonal Z mode advects PV across PV isolines in the lower layer
only. The J and Z modes propagate in nearly opposite directions. It is possible that the
J and Z modes propagate in opposite directions because, on average, these modes advect
PV in opposite directions across PV isolines. For example, if the J mode advects PV from
a high PV region to a low PV region, then the Z mode advects PV from a low PV region
to a high PV region. As a consequence, the J and Z modes tend to propagate in opposite
directions. It is important to note here that the J and Z modes correspond to the leading
tilted and purely zonal patterns observed in the EOF analysis. These modes need not
be present at the same wavenumber across all simulations. For example, the meridional
wavelengths of these modes are longer in the simulations run with steeper slopes (see
table 5.1). This is also one of the reasons for the differences in their propagation speeds,

i.e. modes with longer meridional wavelengths propagate faster.

We also look the impacts of the J and Z modes on the vertical flow structure.
In particular, we computed the ratio of kinetic energy (KE) of the barotropic velocity
component, ugy = (Hyuy+ Hous)/(Hi+ Hs), to the sum of the mean KE of the barotropic
and baroclinic velocity, ugc = uy — us, components in the full flow field. As shown in
table 5.1, the energy fraction increases as the slope magnitude is increased in the numerical
simulation. This suggests that the flow field tends to be more barotropic in the presence of
the Z mode, as the energy fraction of the barotropic flow increases with an increase in the
variance captured by the Z mode. It is quite likely that the barotropic flow component
becomes stronger to dissipate more energy through bottom friction, as the system tends
to be more energetic over steeper slopes (see table 4.1). We further discuss this aspect

later in this chapter.

In addition to the J and Z modes, many other large-scale modes are captured by
higher EOFs. All of these modes differ in their spatial structure, and these modes also
have different tilt angles and propagation speeds (first twenty EOFs are shown in figure

B.3). Many of these EOF's are comparable to the J and Z modes in size and are also much

40



larger than the size of mesoscale eddies. As it was discussed in chapter 3, the tilted jets
tend to align with the tilted barotropic PV isolines. It is possible that, in a similar manner,
these large-scale EOFs also tend to align with PV fields in one of the layers or a linear
combination of layer-wise PV fields. However, the imposed periodic boundary conditions
in the simulations greatly affect these large-scale modes as the boundary conditions restrict
the EOFs to have only certain tilt angles. All these EOF's, which capture different large-
scale modes, can be broadly categorised into two families: the first family contains tilted
EOFs (J family) and the second family contains purely zonal EOFs (Z family). The aim
of this study is to understand why many tilted and zonal large-scale modes, irrespective
of what their meridional width and drift speeds are, coexist. We do not study specific
EOFSs in the system, as these EOFs need not be unique in different scenarios. Also, the

relative contributions of EOF's vary across different simulations.

The presence of various large-scale modes makes the dynamics more complex than
in the system of zonal jets formed over a flat bottom, where the large-scale flow mainly
consists of stationary zonal jets and the rest of the flow field is dominated by mesoscale
eddies. The stationary zonal jets gain energy from mesoscale eddies, which grow through
baroclinic instability. In contrast, in our study, the flow field tends to be more complicated
as the flow field consists of multiple propagating large-scale modes (see appendix B.3).
This suggests that the upscale transfer of energy from mesoscale eddies need not lead to
the formation of only one type of alternating jets, rather many alternating patterns can
coexist. Also, in the presence of topography, the energy transfer rates across different
spatial scales are affected because of the coupling between the background flow and tilted
large-scale modes (see chapters 3,4). Many works have studied the spatial and temporal
variability in multiple jets in the oceans (e.g. Thompson, 2010; Thompson and Richards,
2011; Stern et al., 2015; Rudko et al., 2018). However, little success has been achieved in
isolating different large-scale alternating patterns constituting the flow field. Berloff et al.
(2009a,b) propose that stationary zonal jets over a flat bottom can originate due to the
presence of several phase-locked stationary zonal eigenmodes, which are solutions of the
linearised governing equations. This means that multiple stable equilibria with a different
number of jet pairs are feasible and the zonal jets correspond to one of the equilibrium
solutions. Similarly, it is possible that the large-scale modes observed in the EOF analysis
correspond to multiple stable eigenmodes comprising of both zonal and tilted modes that
exist over a sloped topography. The main difference is that, over a sloped topography,
even zonal eigenmodes are not stationary and propagate with constant speeds. These
tilted and zonal eigenmodes can also interact nonlinearly and exchange energy, which is

discussed in the next section.
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5.2 EFFECTS OF EDDY VISCOSITY AND BOTTOM FRICTION

A number of numerical simulations were run in which the magnitudes of the dissipative
parameters were varied while keeping the values of other parameters fixed (see table 2.1).
It is observed that variances captured by the J and Z modes are strongly affected by the
eddy viscosity () and bottom friction () parameter values. The variances captured by
the J and Z modes and their propagation velocities in different simulations are shown in
tables 5.2,5.3. The variance captured by the Z mode increases as either eddy viscosity or
bottom friction is decreased (vice versa is true for the J mode). In fact, the Z mode is not
even observed in the flow field if the values of the dissipative parameters are beyond some
critical values. These critical values are not unique and depend on boundary conditions
and problem parameters. On the other hand, the propagation speeds of the J and Z
modes do not show a considerable change in different simulations. The J and Z modes
move meridionally in opposite directions, and the Z mode propagates approximately
three times faster than the .J mode. However, in the case of v = 50 m?s™ !, the Z mode is
almost twenty times faster than the J mode (see table 5.2). In this case, the meridional
wavelength of the Z mode is equal to the meridional width of the domain and the Z mode
has only one pair of jets (figure not shown) as opposed to two pairs in other cases. Since
the meridional wavelength of the Z mode is longer in the v = 50 m?s~! case in comparison
to other cases, the Z mode tends to propagate faster. We further discuss this aspect in
the next section. The presence of a wider Z mode indicates the upscale transfer of energy
to very low meridional wavenumbers. One possibility is that the system tends to stabilise
at higher energy levels due to weaker dissipation; hence, a wider Z mode can be formed.
As discussed in the previous section, the EOFs need not be exactly the same in different
flow regimes. Hence, the primary focus in this study is on the two general types of modes,

i.e. tilted and purely zonal.

Although the propagation speeds of the J and Z modes do not vary significantly
across different simulations, the J mode seems to feel some impact due to the presence
of the Z mode, as the J mode propagates slower in the numerical solutions in which
the flow field has a relatively higher contribution from the Z mode (see table 5.2). The
differences in the propagation speeds of the J mode are quite small across different simu-
lations; however, the differences are not explained by the linear dispersion relation. The
linear dispersion relation shows negligible changes in the propagation speeds for different
magnitudes of the eddy viscosity and bottom friction parameters (not shown). It is most
likely that these differences are due to nonlinear effects. In addition, the fraction of the
mean barotropic KE increases as the contribution of the Z mode increases (see also the
discussion of table 5.1). The barotropic component of the flow is expected to become
stronger with a reduction in the magnitude of the bottom friction parameter (Arbic and
Flierl, 2004a). However, it is not clear how the presence of the zonal mode is linked to

the vertical flow structure.
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Variance (%) Velocity (cm s™1)

v (m?s™) | J Z J Z | fer
200 80.6 0 —0.06: —0.487 - 0.30
150 |81.6 0 | —0.06i —048} - |0.33

100 66.8 9.2 | —0.06: —0.465 1.567 | 0.45
75 53.0 15.1 | —0.05; —0.41; 1.485 | 0.49
50 26.6 124 | —0.05: —0.38; 8.58; | 0.59

Table 5.2: Variances and propagation velocities of the J and Z modes for different values of eddy viscosity (/)
in simulations run with T, = 1.4 x 1072 m~!s~! and v = 2x 1078 s~!. The rest of the parameters were kept
the same in the simulations (see table 2.1). 7 and j are the zonal and meridional unit vectors, respectively.
fer = Epr/(Epr + Epc) is the the mean barotropic KE fraction, where Epy = 1/2fA|uBT|2 and

Epc=1/2 fA |lupc|? are the barotropic and baroclinic KE, respectively, integrated over the whole domain.

Variance (%) Velocity (cm s™!)
vy | Z J Z | fBr
4%x107°1802 0 —0.06: —0.46; - |0.38
2%x107% 1668 9.2 | —0.06: —0.46; 1.567 | 0.45

1078|476 252 | —0.05] —0.42; 1.56 | 0.47

Table 5.3: Variances and propagation velocities of the J and Z modes for different values of bottom friction
(7) in simulations run with T, = 1.4x107'2 m~!s~! and v = 100 m? s~!. The rest of the parameters were kept
the same in the simulations (see table 2.1). i and J are the zonal and meridional unit vectors, respectively.
fer = Epr/(Epr + EBc) is the the mean barotropic KE fraction, where Epr = 1/2fA|uBT|2 and
Epc=1/2 fA |upc|? are the barotropic and baroclinic KE, respectively, integrated over the whole domain.

In order to understand the impacts of eddy viscosity on the dynamics and investigate
why the contribution of the Z mode in the flow field tends to be enhanced in weak
dissipation flow regimes, we first analyse the two-dimensional KE spectrum (figure 5.2).
We compare the KE spectra computed using the flow fields in ¥ = 200 and 50 m?2s~!
cases. Since the Z mode is only observed in the latter case (see table 5.2), we can analyse
the differences in the KE spectra. From a visual inspection of figure 5.2, it is quite
evident that the Z mode possesses a significant amount of energy in the bottom layer in
the lower eddy viscosity case. This indicates that the vertical flow structure tends to be
more barotropic in the presence of the Z mode. This also agrees with the observations
from the EOF analysis (tables 5.1-5.3). Another important aspect to note is that many
different spatial scales seem to be active in the lower eddy viscosity case (especially in
the bottom layer in figure 5.2). The KE spectra show that, in the lower eddy viscosity
case, additional Fourier modes possess significantly more energy than in the higher eddy
viscosity case (compare top and bottom panels in figure 5.2). These additional Fourier
modes are present at relatively smaller spatial scales (or larger wavenumbers) than the
J and Z modes. It is possible that these additional energetic Fourier modes are able to

exchange energy with the J and Z modes. We hypothesise that these small-scales interact
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Figure 5.2: KE spectrum (units are in cm?s~2) averaged over 2,000 days (100 snapshots between 18,000-
20,000 days); (a,b) ¥ = 200 m?s~! and (c,d) ¥ = 50 m?s~1. The zonal and meridional wavenumbers are
denoted by (ks, ky). Green and red dots represent the wavenumbers corresponding to the J and Z modes,
respectively. In the lower eddy viscosity case, the J and Z modes seem to interact nonlinearly and possibly
exchange energy.

with the J mode, which is directly forced by the imposed background shear (Khatri and
Berloff, 2018a), and feed energy to the Z mode in the lower eddy viscosity case.

In order to confirm the hypothesis, a test numerical simulation was run in which
the background flow, eddy viscosity and bottom friction parameters were set to zero. The

L case and the

model was initialised using the reference solution from the v = 200 m?3s~
simulation was run for 10,000 days. The evolution of the KE spectrum is shown in figure
5.3 and it can be clearly seen that many additional Fourier modes become more energetic.
Since the background flow is absent, these additional Fourier modes must have received
energy from the J mode through nonlinear interactions, as the J mode initially contained
most of the energy in the system. The system quickly attains an equilibrium state, in
which the Z mode contains most of the energy in the system and the J mode almost
disappears. This shows that these additional energetic Fourier modes efficiently interact
with the J and Z modes. As a result, mesoscale eddies are able to transfer energy to
meridional scales even larger than the meridional width of the J mode. In the case of
zonal jets over a flat bottom, the meridional width of the jets (known as the Rhines scale)
is generally set by available eddy energy and Rossby waves in the system (Rhines, 1975).

In other words, the upscale energy transfer from eddies is halted at the scale equal to
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the meridional wavelength of the jets. However, the results in this study indicate that,
in the presence of topography, the meridional width of an alternating jet pattern need
not be bounded by the Rhines scale. Over topography, it may be possible to excite very
low meridional wavenumbers through interactions among various large-scale modes. It is
intriguing that the system evolves to purely zonal structures in the case of freely evolving

turbulence. It is not yet clear why only zonal patterns emerge and this needs to be further

investigated.
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Figure 5.3: Time evolution of the KE spectrum (snapshots, units are in cm?s™2) in the simulation in which
the background flow, eddy viscosity and bottom friction parameters were set to zero (a-e): KE spectra at 200,
400, 500, 600 and 800 days, respectively. The zonal and meridional wavenumbers are denoted by (k,, ky)
Green and red dots represent the wavenumbers corresponding to the J and Z modes, respectively.

Many studies have shown that eddy viscosity has an important role in ocean models
(Jochum et al., 2008; Arbic et al., 2013). The geostrophic turbulence theory predicts
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that most of the KE (enstrophy) flows upscale (downscale) from the energy injection
scale, which generally corresponds to the scale of baroclinic instability in the system
(Rhines, 1979). In the energy equilibrium state, most of the energy and enstrophy are
dissipated through bottom friction and viscous dissipation, respectively. Thus, in ocean
models, the viscous term is required to dissipate enstrophy at the grid scale. However,
eddy viscosity also dissipates energy at small scales and this is not accounted for in the
geostrophic turbulence theory (Rhines, 1979). This effectively damps out the small-scale
eddy activity and suppresses the upscale energy transfer by eddies. The results in this
work show that, for sufficiently small values of the eddy viscosity parameter, tilted jets
formed over topography by the action of mesoscale eddies can become unstable and feed
energy to even larger flow structures. The investigation into this upscale energy transfer
to meridional scales larger than the Rhines scale has received little attention. In section

5.4, we use linear stability analysis to study these effects.

5.3 WAVE SOLUTIONS FOR THE Z MODES

As seen in the previous section, the propagation velocities of the Z modes agree well with
the estimates from the linear dispersion relation. Also, the contribution of the Z mode
in the full flow field increases with decreasing the values of the dissipative parameters
(see tables 5.2,5.3). In fact, the flow field is dominated by purely zonal modes in the
case of freely evolving turbulence (figure 5.3). Here, we derive a simplified expression
for the propagation velocity of the Z modes using the linear dispersion relation. Since
the contribution from purely zonal modes is at maximum in the absence of forcing and
dissipative terms, we set U, = v = 7 = 0 in equation (2.3) to obtain an approximate

dispersion relation (for a purely zonal mode, k, = 0)

w(kg +51) —Siw i
—Sgw W(kg + SQ) — kyTx ;/J\;

~ 0. (5.1)

In order to derive an expression for the meridional phase speed for the Z modes, we
substitute w = ¢, k,, where ¢, is the phase speed of the wave, and solve the above matrix

for nontrivial solutions (only the nonzero solutions for ¢,, are considered),

T (k; 4 S1)
Cp & .
k2(k2 + Si + Sa)

(5.3)

The meridional velocity of a zonal mode increases linearly with the slope magnitude
and decreases roughly as 1/ kg (for k:; << 81+ 855 or k;j >> S + 55). This relationship
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agrees well with the propagation speeds of the Z modes estimated from the nonlinear
numerical simulations (see table 5.1). For example, the ratio of the propagation speeds of
the Z mode in T, = 2.1 x 1072 and T, = 2.8 x 1072 m~!s~! cases is 0.73, which matches
the ratio of the slope magnitudes in the two cases. Similarly, in » = 100 and v = 50
m?s~! cases in table 5.2, the ratio of the propagation speeds of the Z mode is about one
fiftth and the ratio of the squares of the meridional wavenumbers corresponding to the Z
mode is four. Thus, the simple expression predicts the propagation speeds of the Z mode

reasonably well.

5.4 LINEAR STABILITY ANALYSIS

As shown in section 5.2, in weak dissipation regimes, many energetic Fourier modes appear
at relatively smaller scales than the J and Z modes, and this results in an increase in the
energy exchange among different Fourier modes through nonlinear interactions. In order
to understand the effects of the dissipative parameters on the stability of these additional
Fourier modes, we perform linear stability analysis around the time-mean propagating
state of the tilted jets, which correspond to the J mode in our study. Similar to the
technique used in chapter 3, we use a propagating frame of reference such that the jets
are exactly zonal and stationary in it (see figure 3.3). The governing equation (3.3) was
linearised around the time-mean tilted jets. The streamfunction field was then represented
as a sum of the mean and perturbation terms, ¥;(p,q,t) = ¥;(q) + ¥i(p,q,t), and the
nonlinear terms in perturbations were neglected. The final equations in terms of v} are

(see the full derivation in appendix A.4):

0 reo 0 0
9 "4 e S () — AL LB IV 4 6.8 (4 —
a7 [V i+ eSi(Wy — )] +[ oyt zaq] (V20 + eiSilty — o)
dp dq
where \
Ay = Uycost + 1y,
A2 = ﬂ27
By = —c—Uysiné,
B, — —
277G (5.5)

Cy = (B + S1Up) cos O — @y + Sy (uy — Us),

Co = (B — SoUp) cos @ — Ty sin 0 — 1y + So(Uy — Uy),
Dy = —(8+ Si1Up) sin 0,

Dy = —( — SaUy) sin — T, cos 6.

/

Here, i =1 (i = 2) denotes that top (bottom) layer, §;; is the Kronecker delta and
€, = —eg = 1. The tilt angle, 0, and drift speed of the frame of reference, ¢, are equal

to the tilt angle and drift speed of the J mode, which were estimated using the EOF
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analysis. ; = —0i;/0q and @/ are the mean flow (averaged in p direction) and its double
derivative in ¢ direction (shown in figure 5.4), respectively. The streamfunction data for
the last 10,000 days in the simulation corresponding to figure 5.1 was used to compute
the time-mean streamfunction field in the moving frame of reference and the time-mean
streamfunction field was further averaged along direction p. The cross-jet profile of the
time-mean streamfunction field was then used to generate the cross-jet profiles of u; and

i
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Figure 5.4: Profiles of w; and @ used in the stability analysis. The profiles were computed by applying spatial
and time averaging in the direction along the jets in the moving frame of reference between 10,000-20,000
days for the simulation corresponding to figure 5.1 (blue solid line in the top layer and red dotted line in the

bottom layer). The velocity profile in the top layer is shown relative to the imposed background flow of 0.06
1

ms .

The system of equations (5.4) can be solved as the coefficients A;, B;, C; and D; are
known, and the only unknown parameters are /] and ¢,. We used Fourier decomposition
in p direction, i.e. along the jets, and finite-difference discretisation with 512 grid points
in ¢ direction. We assumed solutions of the kind ] = @i(q)ej (Ip=wt) for the perturbation
terms. [ is the wavenumber in p direction and periodic boundary conditions were used
at the endpoints in ¢ direction. This substitution results in an eigenvalue problem. The
eigenvalue problem was solved for each wavenumber [ separately and the analysis was
repeated for different magnitudes of the eddy viscosity and bottom friction parameters

for the same time-mean cross-jet flow profiles (details are in appendix A.4). This is similar
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to the method used in Berloff et al. (2011); Berloff and Kamenkovich (2013a), but in the
presence of topography.

0.01

0.009

0.008

0.007

10.006

10.005

10.004

10.003

0.002

0.001

Figure 5.5: Real parts of eigenvalues (w,) obtained from the linear stability analysis for different values of
eddy viscosity (left panels, for fixed v = 2 x 1078 s~1) and bottom friction (right panels, for fixed v = 100
m2s~1) vs wavenumber. Growth rates (day~!) are shown in the colorbar. Eigenmodes having growth rates in
the range [-0.01,0) are shown with grey dots. Growth rates increase with decreasing v and 7.

Frequencies obtained by solving the eigenvalue problem are shown in figure 5.5 for
different magnitudes of the eddy viscosity and bottom friction parameters. It can be
seen that eddy viscosity tends to stabilise the eigenmodes at all wavenumbers as the
growth rates of the eigenmodes reduce with increasing the value of the eddy viscosity
parameter. In fact, in the lower viscosity cases, many weakly unstable eigenmodes appear,
which otherwise had negative growth rates (at wavenumbers smaller than 0.02 km™').
These weakly unstable eigenmodes are present at relatively smaller wavenumbers than the
wavenumbers of fastest growing mesoscale eddies, which are in the wavenumber range 0.02-
0.03 km~!. With a reduction in the value of the bottom friction parameter, the changes
in the growth rates are less visible, but the growth rates do increase with decreasing v. A
few unstable modes can be seen appearing in the cases of weaker bottom friction (compare
plots for v = 4x 1078 and v = 2x 1078 s7!). Looking at the spatial structure of the fastest

growing mode (figure 5.6), we find that the banana-shaped eddies are very similar to the
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Figure 5.6: (a) The eigenvector corresponding to the fastest growing mode (b) Snapshots of the eddy field
constructed using all EOFs except EOF1 and EOF2. Top and bottom panels correspond to the top and
bottom layers, respectively. The snapshot of eddy field was constructed using the solution from the simulation
run with v = 150 m? s=! (other parameters were the same as shown in table 2.1). In this case, there is a
remarkable resemblance in the spatial structure between the eddy field and the fastest growing eigenmode.
These banana-shaped eddies were also seen in the lower viscosity simulations; however, the banana-shaped
structures appear less frequently because the eddy field tends to very complex in the presence of the Z mode.

eigenfunctions corresponding to the fastest growing mode in a flat-bottom case (see figure
13 in Berloff et al. (2011)). In fact, there is a good match between the banana-shaped
eigenmode and eddy field reconstructed using all EOF's except the EOFs corresponding
to J mode. This shows that the linear stability analysis is helpful in understanding the

jet dynamics, even though the solutions considered in this study are highly nonlinear.

It is important to note here that, in the presence of the mean flow, even eigenmodes
at very low wavenumbers have positive growth rates; however, the growth rates are very
small. The presence of many weakly growing large-scale eigenmodes indicates that these
eigenmodes can interact and exchange energy, as they can remain in the system for a
sufficiently long time without dying. These results also suggest that, given the large-
scale eigenmodes are weakly growing, the Z mode observed in some simulations must
have received energy through nonlinear interactions among different eigenmodes, which
can also be inferred from the KE spectrum contours in figure 5.2. The linear stability
analysis shows that all eigenmodes are significantly damped due to eddy viscosity and
there are fewer unstable modes present in the case of strong eddy viscosity. Consequently;,
the number of nonlinear interactions can reduce due to the presence of fewer energised
eigenmodes and the efficiency of energy exchange among different eigenmodes can decline.
This suggests that nonlinear interactions may have been suppressed in the simulations
having strong dissipation and this can explain the absence of the Z mode in the EOF

! cases). It is possible that,

analysis in some cases (see table 5.2 for v = 150, 200 m?s™
in the simulations having strong viscous dissipation, there may not have been enough

interactions to feed energy to the Z mode.
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It is counterintuitive that, in the presence of the sloped topography, the system
develops zonally elongated modes, which have meridional wavelengths longer than the
meridional width of the tilted jets. Over a flat bottom, the [-effect leads to strong
anisotropisation resulting in the formation of zonal jets, where the meridional width of
the jets is set by a balance between nonlinear advection and Rossby waves (Rhines, 1975).
Even in the presence of the sloped topography, the jets are initially formed by the action
of mesoscale eddies and, later, the jets start to gain energy directly from the imposed
vertical shear (see the discussion of figure 3.7). Hence, in a way, the width of the tilted
jets is set by eddies and Rossby waves. However, the inhibition of the inverse energy
transfer to meridional scales longer than the Rhines scale by Rossby waves is more of an
indirect effect (Sukoriansky et al., 2007). The upscale energy transfer stops at the Rhines
scale because, in order to transfer energy to lower meridional wavenumbers, the triad
interactions would involve two almost parallel Fourier modes and such triad interactions
are quite inefficient (Vallis and Maltrud, 1993). On the other hand, in the presence of
the sloped topography, both zonal and tilted large-scale modes are present, as seen in the
EOF analysis and two-dimensional KE spectra. We believe that the presence of many
large-scale modes makes it possible to have efficient nonlinear interactions and transfer
energy to meridional scales larger than the jet width. This could be the main reason why

the Z mode is able to receive a significant amount of energy in the simulations.

In our analysis, we mainly discussed indirect evidence of efficient nonlinear inter-
actions over topography using the two-dimensional KE spectra, in which we observed a
significant increase in the number of nonlinear interactions in weak dissipation regimes.
It may also be possible to test this hypothesis directly. One could try to identify the
triads in which the Z mode gains energy or the J mode loses energy and compute energy
exchange rates as a function of the magnitudes of the eddy viscosity and bottom friction
parameters. The main issue with this kind of approach is that identifying all such triads,
in which the Z mode gains energy or the J loses energy, is quite difficult. Also, it is
difficult to confirm if the energy lost from the J mode ends up in the Z mode. The J
mode need not transfer energy directly to the Z mode and it may take few interactions
for the energy to reach the Z mode. Identifying specific triads is much more difficult than
looking at the overall energy exchange at different wavenumbers, which is the general
practice (e.g. see Khatri et al., 2018). There have been some efforts to compute energy
exchanges in specific triads to understand the energy transfer process (Dar et al., 2001);
however, the problem still remains quite difficult to tackle. This is beyond the scope of
this thesis.
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5.5 SUMMARY

In this chapter, we studied the dynamics of tilted jets, which gain energy directly from
the imposed vertical shear, in weak dissipation regimes and also in the freely evolving
turbulence regime. We find that, in addition to the tilted jets, many large-scale modes,
which were extracted using the EOF analysis, coexist in the system. All of these large-
scale scales modes possess spatiotemporal variability and can be broadly categorised into
two families: the first family of tilted modes and the second family of purely zonal modes.
The relative contributions of these modes to the full flow field are greatly affected by the
magnitudes of the dissipative parameters. As we decrease the dissipation strength, the
flow field tends to be dominated by purely zonal modes, which propagate meridionally and
the propagation speed increases linearly with the slope magnitude and decreases roughly
as the square of the meridional wavenumber. The analysis of the two-dimensional KE
spectra show that these large-scale modes and mesoscale eddies can interact efficiently
and exchange energy. As a result, the tilted jets lose energy to purely zonal modes.
However, strong viscous dissipation tends to kill small-scale eddy activity resulting in the
suppression of these nonlinear interactions, which we confirmed using the linear stability
analysis performed around the time-mean state of the tilted jets in a moving frame of ref-
erence. These results suggest that, in the presence of topography, alternating jet patterns
can also be formed via interactions among various large-scale modes and the meridional
width of the jets need not follow the Rhines scaling (Rhines, 1975).
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ROLE OF EDDY FLUXES IN THE
MAINTENANCE OF JETS

The contents of this chapter have been published in the research article titled “Role of
eddies in the maintenance of multiple jets embedded in eastward and westward baroclinic
shears” in the Fluids journal (Khatri and Berloff, 2018b).

Mesoscale eddies interact with jets via exchanges of eddy momentum and buoyancy.
In chapter 3, we observe that components of the eddy forcing term, i.e. Reynolds stress
term and form stress term, affect the jets in different ways. In this chapter, we assess
the impacts of eddy relative vorticity and buoyancy fluxes separately on zonal jets by
analysing the time-mean potential vorticity (PV) budget in two-layer quasi-geostrophic
(QG) simulations over a flat bottom. Another reason for studying the eddy vorticity
and buoyancy effects separately is that the jet dynamics in a baroclinic QG model is
significantly different from the jet dynamics in a barotropic QG model (Thompson and
Young, 2007; Berloff et al., 2009a,b). For example, the rates of energy transfer to the
mean zonal flow in individual layers via up-gradient momentum fluxes are significantly
different, even in the case of a predominantly barotropic flow structure (Thompson and
Young, 2007). In contrast to the previous chapters, in this chapter, both eastward and
westward background shears have been considered, as oceanic jets can be formed in the
presence of both types of background shears at different geographical locations, e.g., jets in
oceanic midlatitude gyre circulations. It has been observed that the roles of eddy fluxes
depend on the direction of the imposed vertical shear and this can lead to differences
in the behaviour of barotropic-baroclinic (BT-BC) interactions (Berloff et al., 2009a,b,
2011). However, there is no clear understanding of how these differences arise due to a

change in the direction of the mean vertical shear.
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In this chapter, we compare our results with some of the previous studies that fo-
cused on the role of BT-BC interactions on the dynamics of jets. Here, we prefer to analyse
the role of eddy fluxes in individual layers over using the BT-BC flow decomposition be-
cause, in the presence of the imposed vertical shear, the vertical eigenmodes have mixed
barotropic-baroclinic structure (Berloff and Kamenkovich, 2013a,b). Assessing the role of
eddies in terms of interacting barotropic and baroclinic modes is difficult and the inter-
pretation of the dynamics in terms of the vertical modes can sometimes be misleading.
Nevertheless, we compare the results with the previous works that studied the impacts
of eddies on the barotropic and baroclinic flow structures of jets (Berloff et al., 2009a,b).
We argue that the roles of the eddy fluxes are the same in systems forced with eastward
and westward vertical shears, and the overall dynamics is largely the same. However, in

terms of vertical modes, the eddy effects may look different.

6.1 DYNAMICS OF ZONAL JETS AND EDDIES

Here, we mainly focus on the roles of the Reynolds stress term and form stress term in the
maintenance of jets (see equations (3.7-3.8)). For this purpose, we analyse the dynamics of
jets and eddies over a flat bottom in systems forced with either an eastward or a westward

vertical shear. For an eastward shear (ES), we imposed a background flow of 6 cm s™! in

! was imposed in the upper layer

the upper layer, whereas background flow of —4 cm s~
to create a zonal westward shear (WS). Also note that, in the two-layer QG simulations
used in this chapter, we used a rectangular domain having an area of 3000 x 1500 km?
with 1024 x512 grid points and used periodic boundary conditions on all four sides of the
domain. Also, we used 3 = 1.6 x 107" m~*s™!, which corresponds to a reference latitude
of 45°, and v = 25 m?s~!. The rest of the parameters were kept the same as shown in
table 2.1. Similar to the simulations discussed earlier, we initialised the model from a
perturbed state. The system quickly developed multiple jets and reached a statistical
equilibrium state by 6-7 years (see section 2.3 for details). We ran the simulations for 20
years and used the last 10 years of data (about 180 snapshots) for computing the eddy

fluxes and eddy forcing. The details are discussed in the next section.

In figure 6.1, the meridional profiles of the zonal velocity (averaged over the last
10 years as well as in the zonal direction) are shown. In both the ES and WS cases,
alternating jets are present and the eastward jets are sharper than the westward jets.
Also, the vertical flow structure is predominantly barotropic as we kept the strength of
bottom friction quite weak, i.e. 7 =2 x 107® s7! (see section 2.1). However, there is one
important difference between the two cases. In contrast to the ES case, the bottom layer is

more energetic in the WS case and the jets are stronger in the bottom layer in comparison

Hyu;+Houo
Hi+Hs

flow components are of opposite phases in the WS case. These observations are important

to the top layer. As a consequence, the mean barotropic, , and baroclinic, u; —us,
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Figure 6.1: Adopted from Khatri and Berloff (2018b). Meridional profiles of the zonal velocity in the top and
bottom layers (averaged in the zonal direction and time for the last 10 years); (a) ES and (b) WS. Dashed
and dash-dotted curves represent the mean barotropic (%) and baroclinic (W; — Tg) components in
the flow field, respectively.

in understanding the eddy dynamics and this is further discussed later in this chapter.

Similar to the technique adopted in chapter 3, we use the Reynolds decomposition

to study the impacts of the Reynolds stress term and form stress term on the zonal jets.

z TLI ftf 1/117

where T and L, are the total time-period of averaging and the zonal extent of the domain,

We decompose the flow field into the zonally averaged time-mean flow (1

respectively) and transient eddy field (¢} = ¢; — ;). We use this decomposition in
equation (2.1) and then average the equation in time as well as in the zonal direction.

The resulting equations are given as

) _ - _ _

o | V24, + €Si(a — 1/11)] = =V (ui() —&SiV - (w4 — ¢1)2+VV2Q — 027G, (6.1)
a;

where u = (u,v) = (—%, g—f) and ¢ = V2 (¢ is the velocity streamfunction) are the

velocity and relative vorticity, respectively. ¢ = 1 (i = 2) indicates the top (bottom) layer,
0;0 is the Kronecker delta and ¢; = —e; = 1. The overbar represents the mean in time as
well as in the zonal direction. g; represents the layer-wise mean PV of the developed flow.
The first two terms on the right-hand side (RHS) are convergence of eddy relative vorticity

and eddy buoyancy fluxes in each layer. We refer to these eddy flux convergence terms
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as Reynolds stress term (Rs;) and form stress term (Fs;). Depending on the sign, the
stress terms can either sharpen or flatten the mean PV profile resulting in strengthening
or weakening of the zonal jets (in this chapter, ‘mean PV’ is used to refer to the PV of the
developed mean flow only). The sum of the Reynolds stress term and form stress term is
generally referred to as ‘eddy forcing’ and, overall, the eddy forcing term is responsible
for maintaining the zonal jets. The rest of the terms on the RHS remove energy from
the system through viscous dissipation and bottom drag. In the time-mean, the time

derivative of the mean PV vanishes and is kept only for clarity.

6.2 REYNOLDS AND FORM STRESS TERMS

In order to understand how the Reynolds stress term and form stress term affect the mean
zonal flow, we compare the meridional profiles of the eddy stress terms and mean PV in
each layer. In a baroclinic QG model, both relative vorticity and buoyancy contribute
to the mean PV (see equation (6.1)). Thus, in order to make the comparison easier, we
investigate the effects of individual stress terms on the mean relative vorticity and mean
buoyancy separately. For this purpose, we computed correlation coefficients between the
meridional profiles of the mean relative vorticity and mean buoyancy (note that buoyancy
contribution due to the imposed background flow is not included) and the eddy stress

terms.

The meridional profiles for both the ES and WS cases are shown in figure 6.2.
The first important aspect to notice is that, in both cases, the Reynolds stress term is
positively correlated with the mean relative vorticity profile in both layers (see table 6.1
for the correlation coefficients); thus, the Reynolds stress term forces the jets in the entire
fluid column. In this scenario, eddies deposit momentum into the mean zonal flow and
this process of up-gradient eddy momentum transfer is generally described as negative
viscosity effect (Manfroi and Young, 1999; Dritschel and Mclntyre, 2008). Indeed, the
Reynolds stress terms in the top and bottom layers differ in strength and this is due to
the importance of the baroclinic effects (Thompson and Young, 2007). In the ES case,
the Reynolds stress term is more than five times stronger in the top layer than in the
bottom layer. On the other hand, in the WS case, the Reynolds stress term is stronger
in the bottom layer. The layer that experiences a stronger Reynolds stress term tends to
be the more energetic layer (see figure 6.1). We discuss this aspect in detail later in the

chapter.

On the other hand, the form stress term is negatively (positively) correlated with
the mean buoyancy profile in the ES and WS cases (see table 6.1), respectively. This
indicates that the form stress term has opposite effects on the mean zonal flow in the two
cases. However, we argue that the behaviour of eddies is the same in both cases. A simple

way to understand this is to look at the role of bottom friction in the system. Bottom
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friction is the only large-scale energy sink in the model, which acts on the bottom layer.
In both cases, eddies transfer momentum from the top to the bottom layer via the form
stress term and this eddy momentum is then balanced by the bottom friction term. In
the ES case, the mean flow in the top layer is stronger than the mean zonal flow in the
bottom layer; hence, the eddy momentum transfer from the top to the bottom layer acts
against the mean vertical shear (; —us) in the system. Consequently, the form stress term
acts opposite to the mean buoyancy in the system. This is similar to the case of Earth’s
atmosphere where baroclinic eddies transfer momentum from the middle atmosphere to
the surface, which is then balanced by surface friction and the surface westerlies are
produced (Edmon Jr et al., 1980). In contrast, in the WS case, the eddy momentum
transfer from the top to the bottom layer tends to enhance (reduce) the strength of the

mean zonal flow in the bottom (top) layer.

ES WS
Layer | C(V%Y;, Rs;) C(e:Si(102 — 1), Fs;) | C(V*,, Rs;)  C(€:Si(1h2 — 1), Fs;)
Top 0.89 —0.90 0.83 0.92
Bottom 0.08 —0.90 0.89 0.92

Table 6.1: Correlation coefficients, C, computed by correlating the meridional profiles of the mean relative
vorticity and buoyancy with the meridional profiles of the Reynolds stress term and form stress term. i = 1
(i = 2) indicates the top (bottom) layer and €; = —ep = 1.

In order to further confirm that the behaviour of eddies is the same in the two cases,
we computed eddy heat diffusivity. In general, eddies tend to flatten the isopycnals as
eddies extract energy from the available potential energy. As a consequence, the eddy
buoyancy fluxes are down-gradient and this results in a positive heat diffusivity coefficient.
In our study, we computed the heat diffusivity (u;) using the following relation (also see

equation 3.9)

A=
" Uy — Ty — Uy’

(6.2)

where v} and ¢} are eddy meridional velocity and eddy streamfunction, respectively, in it

layer. w; and U, are the mean zonal flow and imposed background flow, respectively, and
the overbar represents the mean in time as well as in the zonal direction. Note that the
profiles of the heat diffusivity are the same in both layers as the layer-wise heat diffusivity
expressions are mathematically equivalent. The meridional profiles of the heat diffusivity
are shown in figure 6.3. In both the ES and WS cases, the heat diffusivity coefficients
are positive and are of similar magnitudes. This confirms that the eddy buoyancy fluxes
are down-gradient, which is in agreement with the theoretical expectations. However,
there is an important difference in the heat diffusivity profiles. The locations of the heat
diffusivity maxima relative to the jets are different in the two cases. In the ES case, the

heat diffusivity coefficient is largest near the flanks of the eastward jets whereas, in the
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Figure 6.2: Adopted from Khatri and Berloff (2018b). Meridional profiles of the Reynolds stress term (solid
blue) and form stress term (solid green) in the top (a,c) and bottom (b,d) layers. Left (a,b) and right (c,d)
panels are for the ES and WS cases, respectively. The dashed curves represent the meridional profiles of the
mean relative vorticity (dashed light green) and mean buoyancy (dashed orange). The profiles were averaged
in the zonal direction as well as in time for the last 10 years. Additionally, the profiles of the stress terms were
smoothened by applying moving averages in the meridional direction.

WS case, the maxima in the heat diffusivity profile coincide with the westward jet cores.
This difference is due to the opposite directions of the imposed vertical shears in the two
cases as the rest of the parameters are the same in both cases. However, we do not focus
on this aspect in this thesis. Overall, the ES and WS cases are similar as eddies tend to
flatten the isopycnals via down-gradient eddy buoyancy fluxes, although the locations of

the heat diffusivity maxima are different.

We could also investigate how the form stress term affects the mean relative vorticity
profile or the Reynolds stress term affects the mean buoyancy profile. However, these
effects are not independent of what has been described above. For example, eddies transfer

momentum from the top layer to the bottom layer via the form stress term; thus, the form
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Figure 6.3: Adopted from Khatri and Berloff (2018b). Meridional profiles of heat diffusivity; (a) ES and (b)
WS. The dash-dotted curves represent the meridional profiles of the mean zonal flow (averaged for the last 10
years) in the layers. A positive value of heat diffusivity indicates that eddy buoyancy fluxes are down-gradient.

stress term tends to reduce the strength of the mean flow in the upper layer and tends
to enhance the mean flow strength in the lower layer. These effects are clearly captured
in figure 6.2 as the form stress term is negatively (positively) correlated with the mean
relative vorticity profile in the top (bottom) layer. In a similar manner, the Reynolds
stress term has a positive (negative) correlation with the mean buoyancy in the more
(less) energetic layer, which is consistent with the arguments given above. Eddies are
responsible for maintaining the jets; thus, in the overall balance, the eddy stress terms
drive the jets. In both the ES and WS cases, the Reynolds stress term forces the mean
zonal flow in both layers whereas the form stress term transfers momentum from the top
to the bottom layer. In a statistical equilibrium state, this additional momentum in the
bottom layer is balanced by bottom friction. In essence, our layer-wise analyses show that

the overall dynamics is largely the same in both the ES and WS cases.

6.3 ZONAL ENERGY BALANCE

We further analyse the energy exchanges between the zonal jets and eddies in individual
layers. For this purpose, we derive the time-mean zonal energy balance by multiplying

—1),; (overbar indicates the time-mean) to equation (2.1) and then averaging over the
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whole domain (denoted by (.)) as well as in time (we followed the same steps as shown in

Appendix A.3 to derive the energy equations),

10 Si 0 — 0% g
(5o + 5ai0) + (=08l G2 = busil, ¢1>

20t 20t
Oty —— e @1/1 ou; _
= < 8y —€5; Uz¢1 2 v( By )2 - 6¢27u§> , (6.3)

where ¢; and ¢;; are the same as defined in equation (6.1). The first two terms on the RHS
in equation (6.3) represent the energy exchange between the jets and eddies in individual
layers. The first term captures the energy transfer from eddies to the mean zonal flow
via up-gradient momentum fluxes in each layer. We refer to this term as ‘Reynolds stress
correlations (RSC) term’, which basically represents the transfer of kinetic energy from
eddies to the mean zonal flow. There is also a transfer of energy in the vertical direction
as the upper and lower layers continuously interact. The second term on the RHS in
equation (6.3) captures the energy exchange between individual layers via eddy buoyancy
effects. We refer to this term as ‘form stress correlations (FSC) term’ from here onwards.
The rest of the terms on the RHS in equation (6.1) represent the loss of the mean zonal
energy through eddy viscosity and bottom friction. A single energy balance equation can
be derived for the zonal mean flow. In order to do that, we multiplie the above layer-wise

energy equation by H; and then added the equations. The final energy equation is given

0 | Hi_, HiS — — 2 U —— 8%
8t< - 2ui+ 5 (V) — 1) = 2 iayuivi+Hl‘sl( )¢1

—yiH-(@)Q— Ho, (6.4)
- i ay YUy ) - :

as

In the statistical equilibrium, the sum of the domain integrated kinetic energy and
potential energy in the system is conserved and the terms on the RHS in equation (6.4)
exactly balance each other (see table 6.2). In both the ES and WS cases, the mean zonal
flow gains energy through the RSC terms in both layers and bottom friction removes most
of the energy from the system. In both cases, the FSC terms transfer energy from the
upper to the lower layer. This is in agreement with our hypothesis that eddies always
transfer momentum from the top to the bottom layer and, in an energy equilibrium state,
this additional momentum is dissipated through bottom friction. One important aspect
to consider is that the magnitudes of the RSC terms greatly differ in individual layers
and a similar disparity was also observed in the strength of the Reynolds stress terms (see

figure 6.1). We discuss this aspect in detail later in this chapter.

The meridional profiles of the RSC, FSC and dissipation terms in equation (6.3)

are shown in figure 6.4. The magnitudes of the terms significantly vary in the meridional

60



ES
Top (1 =1) 11.42 —9.98 —0.56 —
Bottom (i = 2) 0.84 7.77 —0.84 —8.32
WS
Top (i =1) 0.77 —0.86 —0.11 -
Bottom (i = 2) 3.18 0.97 —0.40 —3.56

Table 6.2: Energy exchange between the mean zonal flow and eddies through the RSC and FSC terms, and
energy loss through viscous dissipation and bottom friction terms (averaged over the whole domain and time

for the last 10 years) in the top and bottom layers. The units are in 1077 m3s~3. d;; is the Kronecker delta
and €1 = —€2 = 1.

direction and this is strongly correlated with the meridional profile of the mean zonal
flow. For example, the RSC terms are strongest in the regions of the eastward jets as
eddies deposit momentum into the eastward jet cores. On the other hand, the FSC terms
act against the eastward jets in the more energetic layer and force the mean zonal flow
in the less energetic layer in both the ES and WS cases. Although the effects of the
layer-wise FSC terms on the zonal jets look opposite in the ES and WS cases, the overall
energy transfer via the FSC terms is still from the top to bottom layer (see table 6.2).
The majority of this energy gain in the lower layer is dissipated through bottom friction.
Hence, the overall impact of eddy buoyancy fluxes is the same in both the ES and WS
cases. Eddies transfer energy from the top to the bottom layer where it is dissipated

through bottom friction.

6.4 EFFECT OF BOTTOM FRICTION

Friction plays an important role in governing the ocean dynamics and greatly affects the
strength of large-scale ocean currents (Dewar, 1998). Berloff et al. (2011) studied the
impacts of bottom friction on zonal jets and ambient eddies in a baroclinic QG model
and found that bottom friction affects the vertical structure of the multiple jets. Here we
investigate how bottom friction affects the baroclinic structure of the flow (see equation
(6.1) for the bottom layer). It can be inferred from figure 6.2 that bottom friction has
opposite effects on the baroclinic structure in the ES and WS cases, as the meridional
profiles of the bottom friction term, —yV?),, and baroclinic streamfunction, ¥, — 15, are
positively (negatively) correlated in the ES (WS) case. This shows that bottom friction

tends to make the flow more baroclinic (barotropic) in the ES (WS) case.
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Figure 6.4: Adopted from Khatri and Berloff (2018b). Meridional profiles of the RSC, FSC and dissipation
terms; (a,b) ES (c,d) WS. @,y and 1)5, represent the meridional and zonal gradient of the mean zonal velocity
and bottom-layer streamfunction, respectively. Top and bottom panels correspond to the upper and lower
layers, respectively. The layer-wise mean zonal velocity is represented by dash-dotted curves. The profiles were
averaged in the zonal direction as well as in time for the last 10 years.

The difference can simply be understood by looking at the mean zonal velocity
profiles (figure 6.1). The jets are stronger in the top and bottom layers in the ES and
WS cases, respectively. This is because the top and bottom layers receive more energy
through the RSC terms in the two cases (see figure 6.4). In both cases, most of the energy
is dissipated through bottom friction (table 6.2), which primarily affects the flow in the
lower layer. Hence, bottom friction tends to enhance (reduce) the difference between the
mean zonal velocity magnitudes between the upper and lower layers in the ES (WS) case.
As a consequence, the vertical flow structure tends to be more baroclinic (barotropic) in
the ES (WS) case. Although the overall behaviour of eddies and dynamics are the same
in the ES and WS cases, the impact of bottom friction on the baroclinic structure is the

opposite.
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6.5 COMPARISON WITH PREVIOUS STUDIES

Our layer-wise analysis of the roles of eddy fluxes shows that the overall eddy dynamics re-
mains the same in systems forced with eastward and westward vertical imposed shears. In
contrast, some previous works have found that the direction of the imposed vertical shear
significantly affects the behaviour of eddy fluxes. For example, Berloff et al. (2009a,b)
used BT-BC decomposition in the time-mean PV balances and analysed the impacts of
nonlinear eddy stress terms on the barotropic and baroclinic structures of zonal jets.
They observe that the impacts of the Reynolds stress and form stress terms are opposite
in eastward and westward sheared systems. In the former, eddies tend to maintain the
baroclinic jets through the Reynolds stress term while the form stress term acts against
the baroclinic jets. In the latter case, on the other hand, the Reynolds (form) stress term
tends to destroy (maintain) the baroclinic structure of the zonal jets. Although the role
of eddy fluxes in the BT-BC analyses look significantly different in the two scenarios, we
argue that the overall eddy dynamics remains the same and the observed differences can
be understood by analysing the baroclinic flow structures in the ES and WS cases (see
figure 6.1).

Hyuy +Houg
Hy+Ho

flow components are in phase in the ES case, i.e., the maxima and minima in the mean

The mean zonal velocities of the barotropic ( ) and baroclinic (u; — U2)
barotropic and baroclinic velocities occur at the same latitudes. In the WS case, the jets
are stronger in the lower layer as the jets receive more energy through the RSC term in the
lower layer. As a result, the barotropic and baroclinic components of the mean flow are in
the opposite phases. This reversal in the phase of the baroclinic flow component is the key
reason why the impacts of the Reynolds stress and form stress terms on the baroclinic
flow structure of the jets look opposite in systems forced with eastward and westward
vertical shears. In fact, even in this study, we make a similar observation. The meridional
profiles of the mean buoyancy and form stress term are negatively (positively) correlated
in the ES (WS) case (figure 6.2), even though eddies transfer momentum from the top
to the bottom layer in both cases. The same effect leads to a reversal in the impact
of bottom friction on the baroclinic flow structure, which is discussed in the previous
section. In order to avoid the reversal in the baroclinic flow component, one could define
the baroclinic mode on the basis of the energy of the mean zonal flow in the layers; e.g.,
Y1 — ¥y and Y9 — 1y in the ES and WS cases, respectively. This approach would ensure
that the barotropic and baroclinic flow components are always in phase and the roles of

the eddy stress terms would be the same.

It is important to remember that, although the overall eddy dynamics is the same
in both the ES and WS cases, local eddy shapes and their meridional structure can still be
different in eastward and westward sheared systems (e.g. see the discussion in Berloff and

Kamenkovich, 2013a,b). In this work too, we observe that the maxima in the meridional
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profiles of eddy heat diffusivity in the ES and WS cases occur at different latitudes in
relation to the zonal velocity maxima of the jets. These differences may have important
implications in the oceans; however, studying the impacts of the vertical shear direction

on characteristics of eddy shapes is beyond the scope of this work.

6.6 DISPARITY IN THE UPPER AND LOWER LAYER REYNOLDS STRESS CORRELATIONS

We observe that the rates of the energy transfer to the zonal jets from eddies via the RSC
terms are significantly different between the upper and lower layers. In the ES case, the
upper-layer RSC term is larger in magnitude while, in the WS case, the lower-layer RSC
term dominates (table 6.2, meridional profiles of the RSC terms are also shown in figure
6.5). As a consequence, the layer receiving more energy through the RSC term tends to
be more energetic (see figure 6.1). This is in agreement with Thompson and Young (2007)
who found that the mean zonal flow receives almost all of the energy via the upper-layer

Reynolds stresses in a baroclinic QG model forced with an eastward velocity shear.

This strong disparity in the strength of the RSC terms is surprising because the
vertical flow structure is predominantly barotropic and the layers are not significantly
different in terms of kinetic energy levels (see figure 6.1). Thus, eddies are also expected
to be of similar magnitudes in the upper and lower layers. Given this, it is not obvious
why eddies are significantly more efficient in transferring momentum to the jets in one of
the layers. This indicates that the baroclinic flow structure is important for understanding
the jet dynamics as eddies transfer a significant amount of energy between the layers, and
this effect cannot be captured in a barotropic model. Also, despite imposing a westward
background flow in the upper layer, the lower layer tends to be more energetic in the WS
case. This shows that only the direction of the vertical shear is important. For example,
another way to create a westward vertical shear is to impose an eastward background flow

in the lower layer. In this scenario too, the lower layer would be more energetic.

Similar enhancement in the strength of Reynolds stresses is seen in Earth’s atmo-
sphere. It is well known that eddy momentum flux (EMF) convergence peaks in the upper
troposphere and its magnitude sharply decreases in the lower troposphere (see figure 1
in Ait-Chaalal and Schneider, 2015). It is believed that strong friction tends to reduce
eddy magnitudes near the surface resulting in a reduction in the EMF strength (Held,
2007; Vallis, 2017). The Earth’s atmosphere experiences an eastward vertical shear due
to more heating at the equator than at the poles and this is equivalent to the ES case
in this study. Ait-Chaalal and Schneider (2015) performed an idealised experiment in
which they heated the poles more than the equator resulting in a westward shear, which
is equivalent our WS case. They find that the EMF maxima shift to the lower tropo-
sphere, which is similar to the observations made in the WS case in our study, and the

results are not very sensitive to the strength of surface friction. Thus, it is unlikely that
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Figure 6.5: Adopted from Khatri and Berloff (2018b). Meridional profiles of layer-wise energy transfer from
eddies to the zonal jets through RSC terms (solid) and the meridional gradient in the layer-wise full PV (dash-
dotted); (a) ES (b) WS. @;, and g, are the meridional gradient of the mean zonal velocity and mean PV,
respectively, and 3 = 3+ €;S;Up (1 = —ez = 1) is the background PV gradient in i*" layer. The profiles
were averaged in the zonal direction as well as in time for the last 10 years. The jets receive more energy
through RSC term in the upper (lower) layer in the ES (WS) case.

surface friction controls the EMF strength in the atmosphere. Ait-Chaalal and Schneider
(2015) further propose that the magnitude of EMF is associated with the absorption of
wave activity due to eddy-eddy interactions in the atmosphere. However, it still remains
unclear why the wave activity absorption tends to be much stronger in one part of the
atmosphere. It has been suggested that, in Earth’s atmosphere, the EMF maxima are
associated with greater magnitudes of meridional PV gradients in the upper troposphere
than in the lower troposphere (Held, 2007). However, the reasoning is not completely
satisfactory, as the magnitudes of meridional PV gradients change gradually with height
whereas EMF possess a sharp peak in the upper troposphere.

In order to better evaluate the role of eddies in the large-scale circulations of the
oceans and atmosphere, it is crucial to understand how eddies redistribute momentum
and what controls the strength of this momentum redistribution as a function of depth.

In our study, we observe that, in both cases, the layer having a positive background PV
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gradient in the meridional direction receives more energy through the RSC terms (figure
6.5). Further, in order to find out if the magnitudes of meridional PV gradients play
any role in controlling the strength of the RSC terms, we ran additional simulations in
which we imposed background flows of —3 and —5 cm s~! in the upper layer, respectively.
As a result, we created a larger magnitude of the background meridional PV gradient
in the lower (upper) layer in U, = —3 cm s7! (U, = —5 cm s71) case. In all three
simulations (U, = —3, —4, —5 cm s71), we find that the RSC term in the lower layer tends
to be stronger resulting in more energetic lower layer. This is in contrast to the belief

that larger meridional PV gradients in the upper troposphere may be associated with the
enhanced EMF convergence (Held, 2007).

In order to understand this disparity in the upper and lower-layer RSC terms, we
analyse the layer-wise eddy momentum fluxes more carefully. The classical argument
says that stirring due to baroclinic eddies produces an eastward flow (see figure 17.2 in
Vallis, 2017). The eddy stirring generates Rossby waves that propagate away from the
region of stirring and carry energy with them. These Rossby waves eventually fade away
or break, and dissipate. Consequently, there is a strong convergence of eddy momentum
into the stirring region resulting in an eastward flow in the stirring region and a westward
flow in the wave breaking region (Dickinson, 1969; Thompson, 1971, 1980). The same
argument can be applied to the problem of multiple jets. We can infer from figure 6.5
that, in both the ES and WS cases, there is a convergence of eddy momentum into
the eastward jets in both layers as the RSC terms peak on the flanks of the eastward
jets. This indicates that the eastward jet cores (EJC) correspond to the eddy stirring
maxima and, on average, Rossby waves carry energy from the regions of the eastward
jets to the westward jet regions. Thus, the group velocity of Rossby waves is directed
away from the EJC as the direction of the energy propagation is along with the Rossby
wave group velocity. We analyse the layer-wise group velocity vectors and corresponding
eddy momentum transport in the linearised two-layer QG model. For simplicity, we treat
the layers independent of each other by neglecting the buoyancy term perturbations in
PV and also neglect the presence of the mean zonal flow. With these assumptions, we
derived approximate expressions for the layer-wise dispersion relation and group velocity
by substituting ¢; = ;elF=2thy=— in equation (2.1), which are given as (for a brief

review, refer section 15.1.2 in Vallis, 2017)

B ks
w; = 0nUpky — : ) (6-5)
k2 + k2
i 285k k
%:3“~ Bikaky (6.6)

Ok, ~ (k2 +k2)%

where w; and C;’i are the frequency and meridional group velocity of Rossby waves, respec-

tively, in i'" layer and B} = B + €;S;U, is the background PV gradient in the meridional
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direction. k, and k, are the zonal and meridional wavenumbers, respectively. 9d;; is the
Kronecker delta and ¢, = —e; = 1. Indeed, the dynamics of Rossby waves is more complex
than simple plane waves due to the coupling between the layers and due to the presence
of multiple jets. The aim here is only to qualitatively understand the eddy impacts in
terms of group velocity vectors and investigate why the magnitudes of the RSC terms are
different in the upper and lower layers. Neglecting the mean zonal flow and buoyancy
perturbation term are major assumptions in our approach. Since Reynolds stresses only
depend on the eddy field, the presence of jets makes little difference. Also, Reynolds
stresses are not affected by the vertical flow structure. Hence, the usage of the simplified

expressions for the dispersion relation is reasonable for our purposes.

Further, we assume that the Rossby wave group velocity is directed away from
the EJC in both layers as Rossby waves carry energy away from the region of stirring
(Thompson, 1971). Our assumption of more stirring by eddies in the eastward jet regions
is only based on figure 6.5 and we do not have any physical reasoning for this. In response
to the energy carried by Rossby waves away from the EJC, there is a convergence or
divergence of momentum in the EJC. For a disturbance of the form 1) = A;e!(Fev+kyy—wit)
in " layer (A; is some magnitude), associated zonally averaged momentum flux in the

meridional direction is given as (Vallis, 2017)

2
v = — :. (6.7)

The direction of momentum flux transfer by eddies depends on the sign of k k,,
which can be determined from equation (6.6). By construction, f; is of the opposite
signs in the upper and lower layers. This is required for the system to be baroclinically
unstable (Charney and Stern, 1962); and thus, generate eddies. 3 is positive (negative)
in the upper (lower) layer in the ES case, whereas it is positive (negative) in the lower
(upper) layer in the WS case. In order to have the group velocity directed away from
the EJC, for positive }, we have k;k, > 0 (k,k, < 0) to the northward (southward)
of the EJC. Consequently, we have u/v] < 0 to the northward of the EJC and u/v] > 0
to the southward of the EJC and this results in a convergence of eddy momentum into
the eastward jets. Hence, eddies tend to make the jets stronger. On the other hand,
for negative 8, we have k;k, < 0 (kyk, > 0) to the northward (southward) of EJC,
which predicts a divergence of eddy momentum from the EJC and eddies tend to act
against the jets. The analysis predicts that eastward jets are forced by eddies only for
a positive background PV gradient in the meridional direction and Reynolds stresses are
more efficient in the top (bottom) layer in the ES (WS) case, which is clearly seen in
figure 6.5. In general, eddies need not transfer momentum in opposite directions in the
upper and lower layers. The Reynolds stresses may still force the jets in both layers as
the dynamics in the two-layer QG model is more complex, which is not captured in our

simplified approach. However, it is quite likely that the opposite signs of the layer-wise
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background meridional PV gradients would still affect the strength of Reynolds stresses.

Indeed, equations (6.5-6.6) are a huge simplification and neglecting the jets and
buoyancy terms in the PV cannot be justified easily. The Rossby wave group velocity
is affected by the presence of the mean flow and vertical flow structure. However, the
aim of this work is only to qualitatively understand the differences between the upper
and lower-layer eddy momentum fluxes on the basis of the Rossby wave group velocity
direction vectors, which we inferred from the fully nonlinear simulations (figure 6.5). Our
analysis provides us with a reasonable explanation of why there should be a disparity
in the strength of the upper and lower-layer eddy momentum fluxes. Although we only
considered the layer-wise background PV gradients, the argument is also valid for the
layer-wise full PV gradients because the signs of PV gradients in the fully developed
flow field are the same as the signs of the background PV gradients (see figure 6.5).
Although our simplified approach explains the differences in the strength of the layer-
wise RSC terms, the main limitation of our approach is that it cannot predict the relative
strengths of the RSC terms in individual layers. Also, our method does not provide
any information about the wavenumbers that contribute the most to eddy momentum
flux convergence/divergence. Further work that accounts for the presence of jets and

buoyancy terms is required to address these aspects.

6.7 SUMMARY

In this chapter, we analysed the roles of the Reynolds stress and form stress terms in
the maintenance of zonal jets over a flat bottom. We find that the Reynolds stress term
forces the jets via up-gradient momentum fluxes in the entire fluid column and the form
stress term is responsible for transferring momentum from the upper to the lower layer
where it is balanced by bottom friction. Here, we compared the results in systems forced
with either an eastward background shear or a westward shear. We show that, despite
some local differences in eddy structure and heat diffusivity, the overall eddy dynamics
is the same in the two cases. This looks somewhat in contrast to the works of Berloff
et al. (2009a,b), who concluded that the Reynolds and form stress terms have opposite
effects on baroclinic jets in systems forced with an eastward vs a westward vertical shear.
However, the differences between our results and previous works are caused by the phase
reversal of the baroclinic flow in the WS case, in which the barotropic and baroclinic flows
are in opposite phases as the bottom layer is more energetic (figure 6.2). Because of this
reversal, the eddy effects look opposite, even though the overall dynamics is the same.

Thus, the results presented in this study are consistent with Berloff et al. (2009a,b).

We also observe that the strength of the energy transfer to the jets from eddies
through Reynolds stresses tends to be significantly different in the upper and lower lay-

ers (table 6.2), even though the vertical flow structure is predominantly barotropic (also
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see Thompson and Young, 2007). The RSC term tends to be stronger in the layer that
experiences a positive meridional PV gradient. In order to understand this, we used sim-
plified layer-wise Rossby wave group velocity expressions and analysed the phase vectors
associated with the momentum transfer by eddies in the meridional direction. In general,
an eastward flow can be generated by stirring due to baroclinic eddies, in which Rossby
waves carry energy away from the stirring regions resulting in the convergence of eddy
momentum into eastward jets (Dickinson, 1969; Thompson, 1971, 1980). We find that
convergence of eddy momentum into eastward jets occurs only for positive meridional PV
gradients and this explains the differences in the strength of the layer-wise RSC terms.
Note that our approach is qualitative as we treated the layers as independent of each
other and neglected the presence of the jets. One should proceed with caution if a similar

method is used in other scenarios.
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CONCLUSIONS

The oceans are populated with alternating jet patterns, which play an important role in
ocean transport and mixing (Thompson, 2008). These jets are seen to possess spatial and
temporal variability, as jets can drift and mix/merge with other multiple jets (Sokolov
and Rintoul, 2007; Thompson and Richards, 2011). This jet variability is believed to be
primarily due to the presence of ocean bathymetry, which also affects the cross-jet trans-
port (Thompson and Richards, 2011; Thompson and Sallée, 2012). In general, ocean
bathymetry greatly affects the large-scale ocean circulation (Hogg and Munday, 2014),
as nonuniform bathymetry creates spatially nonuniform potential vorticity (PV) gradi-
ents (Radko and Kamenkovich, 2017). As a consequence, eddy activity and transport
properties change significantly around topographic features (Thompson and Sallée, 2012;
Tamsitt et al., 2017).

In this thesis, we studied the dynamics of multiple jets over a zonally sloped topog-
raphy in the two-layer quasi-geostrophic (QG) model forced with a uniform background
vertical velocity shear. Idealised QG models have been quite effective in understanding
the impacts of topography on the jet dynamics. For example, Thompson (2010) stud-
ied the jet formation over a two-dimensional sinusoidal topography and found that eddy
transport in the meridional direction increases with increasing the topographic steep-
ness. Boland et al. (2012) studied the jet dynamics over a zonal topographic slope and
showed that jets tilt from the zonal direction, as the jets tend to align with the tilted
barotropic PV isolines, and drift meridionally (also see Chen et al., 2015). However, it is
not completely clear why jets tend to drift over topography. In this work, we analysed
the dynamics of jets formed over a zonally sloped topography and mainly focused on
the drifting behaviour of jets. Additionally, we investigated how topography affects the

jet-eddy interactions and how it impacts the large-scale circulation. The conclusions of
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this thesis are in the following sections.

7.1 JET DRIFT AND THE LINEAR DYNAMICS

In chapter 3, we studied how topography induces jet drift. In numerical simulations run
with different slope magnitudes, we observe that the jets tilt from the zonal direction
and drift meridionally with a constant speed. Both the tilt angle and drift speed increase
with the slope magnitude, which is in agreement with Boland et al. (2012). In order to
understand why the jets drift, we analysed the time-mean PV balances in the state of
statistical equilibrium. In order to separate the jets and eddies, we rewrote the governing
dynamical equations in a frame of reference moving with the jets such that the jets appear
completely stationary and zonal in the new frame of reference. We decomposed the flow
field into the time-mean flow and eddy field in the moving frame of reference and derived
the time-mean PV balances. In addition to nonlinear stress terms (eddy forcing), linear
stress terms appear in the time-mean PV balances due to the presence of topography.
We then computed correlation coefficients between the cross-jet time-mean profiles of the

stress terms and mean PV profiles.

We find that the linear stress terms are much stronger than the non-linear eddy
forcing terms and the linear dynamics largely controls the jet drift. The jet drift velocities
agree well with the phase velocities of linear Rossby waves computed using the linear
dispersion relation. Moreover, in the overall balance, the jets are directly forced by the
linear stress terms, which are directly proportional to the mean flow itself, and eddies
act against the jets. Since the forcing term is directly proportional to the mean flow, by
construction, the maxima in the cross-jet profiles of the forcing terms and mean PV are
not aligned and have a large offset. As a result of this off-core forcing term, the jets are
pushed in the meridional direction. From the perspective of PV conservation, the jets
drift meridionally to compensate for the PV advection by the mean flow across the mean
PV isolines. This is also in agreement with the hypothesis of Boland et al. (2012). Note
that the results are limited to mild topographic slopes and non-linear eddy effects may

be significant in the presence of steep topography.

7.2 JET-TOPOGRAPHY INTERACTIONS

We observe that the jets are directly forced by the linear stress terms (see chapter 3),
which are proportional to the mean flow itself. Further analysis revealed that the tilted
jets are coupled to the imposed background shear and the jets are able to extract energy
directly from the background shear. In fact, for sufficiently large slopes, the energy gain
by the jets from the imposed shear can even be more than the energy gain by mesoscale

eddies through the baroclinic instability process (see chapter 4). Also, the total energy
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gain by the jets and eddies from the imposed shear increases with the slope magnitude
and the system tends to be more energetic, which is in agreement with earlier studies
(Arbic and Flierl, 2004b; Smith, 2007; Boland et al., 2012).

On the other hand, eddies tend to act against the jets and gain energy from the
jets. This is in contrast to the conventional view that jets are forced by mesoscale eddies
(Rhines, 1975; Panetta, 1993; Berloff et al., 2009a). We further decomposed the eddy
forcing term into the Reynolds stress term and form stress term to look at their impacts
on the jets. The behaviour of the Reynolds stress and form stress terms is the same
as in the case of stationary zonal jets. The form stress term opposes the jets as eddies
grow by converting the mean available potential energy into kinetic energy, whereas the
Reynolds stress term forces the jets (Thompson and Young, 2007; Berloff et al., 2009a).
In the overall balance, the form stress term dominates over the Reynolds stress term in
the presence of the sloped topography and the net impact of the eddy forcing is to weaken
the jets. We reached the same conclusion when we looked at eddy fluxes of eddy relative

vorticity and buoyancy.

Another important observation we made is that eddy kinetic energy increases with
the slope magnitude as eddies gain energy from both the tilted jets and imposed back-
ground shear. Moreover, stronger eddy activity can enhance net cross-jet transport. We
computed eddy heat and PV diffusivities as a function of the slope magnitude and find
that the diffusivity coefficients increase with the topographic steepness, which is in agree-
ment with the works of Thompson (2010); Boland et al. (2012). Note that these previous
studies computed effective diffusivities in a stationary frame of reference; hence, their
formulation included the effects of both the jets and eddies. On the other hand, in this
work, the diffusivity computations were performed in the moving frame of reference and

only the eddy fluxes were considered in the computations.

7.3 JET DYNAMICS IN WEAK DISSIPATION REGIMES

The results discussed above are limited to continuously forced-dissipative systems, in
which the energy gain from the imposed background shear is balanced by viscous dissi-
pation and bottom friction. In chapter 5, we studied the dynamics of tilted jets in weak
dissipation regimes. We observe that, in addition to the tilted jets, many large-scale al-
ternating patterns, which were extracted using the Principal Component Analysis, can
coexist in the system. These structures are comparable to the tilted jets in size and are
of much larger scale than the size of mesoscale eddies. Similar to the tilted jets, these
large-scale structures can have different tilt angles and propagate with different speeds.
In this thesis, we focused on the leading four EOFs, which capture a majority of the
variance in the flow field. These four EOFs describe the tilted jets and a purely zonal

mode. Similar to the tilted jets, the zonal mode propagates with a constant Rossby wave
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phase speed and the propagation speed increases linearly with the slope magnitude and
decreases roughly as the square of the meridional wavenumber. We further observe that
the relative contributions of the tilted jets and zonal mode are affected by the magnitudes
of the slope magnitude and dissipation parameters. The variance explained by the jets
(zonal mode) in the full flow field decreases (increases) for steeper slopes and smaller

values of eddy viscosity and bottom friction parameters.

In order to understand why the tilted jets and purely zonal modes coexist, we anal-
ysed two-dimensional kinetic energy spectra, which showed a presence of nonlinear inter-
actions involving the tilted jets, zonal mode and mesoscale eddies. In fact, the jets lost
almost all the energy to the zonal mode when we removed forcing and dissipative terms
in the middle of a simulation. This indicates that the zonal mode grows via nonlinear
interactions and gains energy from the tilted jets and eddies. In order to confirm the hy-
pothesis, linear stability analysis was performed in the drifting frame of reference around
a base state of the time-mean tilted jets. It is found that the eigenmodes present at small
wavenumbers are generally stable or weakly unstable; thus, the zonal mode must have
received energy through nonlinear interactions in the numerical simulations. These non-
linear interactions are greatly affected by eddy viscosity and bottom friction. For smaller
magnitudes of the dissipative parameters, many unstable modes appear, which are other-
wise stable. This suggests that strong dissipation tends to suppress small-scales resulting
in weaker nonlinear interactions. This somewhat explains the absence of the zonal mode
in the numerical solutions that had relatively strong viscous dissipation. However, it is
not understood why the system is dominated by purely zonal modes in weak dissipation
regimes. Since the zonal modes are aligned with the imposed shear, they cannot gain
energy directly from the background shear (see table 4) and must receive energy through
nonlinear interactions. It is not yet clear if this is just a coincidence or requirement by

the system dynamics.

In the numerical simulations, the zonal mode is present at a lower wavenumber
than the wavenumber corresponding to the tilted jets. This shows that eddies are able
to transfer energy to meridional scales longer than the Rhines scale, which is set by a
balance between Rossby waves and eddy energy (Rhines, 1975). Note that Rossby waves
cannot stop the upscale energy transfer (Sukoriansky et al., 2007). Over a flat bottom, the
upscale energy transfer stops near the Rhines scale because the triad interactions, which
are required to transfer energy to longer wavelengths than the Rhines scale, would involve
two almost parallel Fourier modes and such triad interactions are quite inefficient (Vallis
and Maltrud, 1993). It is possible that, in the presence of various large-scale structures
formed over topography, triad interactions are sufficiently strong to transfer energy to

meridional scales longer than the Rhines scale.

73



7.4 EDDY FLUXES AND JET MAINTENANCE

In general, multiple jets are seen in eastward as well as westward large-scale flows in
the oceans, e.g. midlatitude gyre circulations, the Southern Ocean. In chapter 6, we
analysed the roles of eddy fluxes in the maintenance of zonal stationary jets in systems
forced with either an eastward or a westward uniform vertical shear. Our primary aim is
to understand how the Reynolds stress term and form stress term affect the jets in the
castward-sheared (ES) and westward-sheared (WS) cases. Previous studies have shown
that non-linear stress terms have opposite effects on baroclinic jets in the two cases (Berloff
et al., 2009a,b) and there can be significant differences in the meridional structure and
eddy shapes (Berloff and Kamenkovich, 2013a,b). We show that, despite these differences
in the local structure, the impacts of eddies on the jets can be understood with the same
arguments. The Reynolds stress term forces the jets in both layers and the form stress
term transfers momentum from the upper to the lower layer where it is balanced by
bottom friction. The roles of the eddy stress terms may look opposite in the ES and WS
cases if the jet dynamics is analysed in terms of barotropic and baroclinic modes. This is
because the upper (lower) layer is more energetic in the ES (WS) case. As a consequence,
the baroclinic flow components are in opposite phases in the two cases and the eddy effects
look different.

It is also observed that the energy transfer rates to the jets from eddies via Reynolds
stress correlation (RSC) terms are significantly different in the upper and lower layers
(also see Thompson and Young, 2007; Ait-Chaalal and Schneider, 2015). This is surprising
because, in the numerical simulations, the flow field was predominantly barotropic in both
cases and eddy magnitudes were of similar magnitudes in the upper and lower layers. We
show that the RSC terms tend to be stronger in the layer having a positive meridional
PV gradient and this layer also tends to be the more energetic layer. It is known that
stirring by eddies generates Rossby waves that carry energy away from the stirring region
and, consequently, eddy momentum converges into the stirring region resulting in the
generation of an eastward flow (Dickinson, 1969; Thompson, 1971, 1980). We applied the
same argument to the upper and lower layers in the two cases and analysed the direction
of eddy momentum transfer. We find that eddy momentum converges into eastward jet
regions only for positive meridional PV gradients and this explains the differences in the
strength of the layer-wise RSC terms. Note that our approach is qualitative as the layers

were treated independent of each other and the presence of the jets was neglected.

7.5 BROADER IMPLICATIONS AND FUTURE DIRECTION

The oceans are primarily driven by surface wind and buoyancy forcing. As a result, the

isopycnals in the oceans tilt in the vertical-meridional plane and, consequently, a vertically
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sheared velocity field is created governed by thermal wind balance (Vallis, 2017). This
vertical shear is generally baroclinically unstable and is the main source of energy for
mesoscale eddies. These eddies then transfer energy upscale to form large-scale oceanic

flows, e.g. jets.

In this work, we show that tilted jets and zonal background vertical shear can be
coupled in the presence of topography and the jets can gain energy directly from the
vertical shear. On the other hand, eddy buoyancy fluxes tend to be much stronger in
comparison to eddy relative vorticity fluxes over topography and eddies remove more
energy from the jets via down-gradient buoyancy transfer than the energy transfer to the
jets via Reynolds stresses. In the overall balance, eddies act against the jets. This is
opposite to the classical jet formation arguments that eddies force the jets; hence, comes
the term “eddy-driven jets”. The results presented in this thesis indicate that, at least in
the oceans, mesoscale eddies can either force or oppose the jets depending on the scenario
(e.g. see Kamenkovich et al., 2009). Also, alternating jets can be formed via interactions
between eddies and different large-scale modes, and this makes the jet dynamics more
complex in the oceans. Overall, eddies behave in such a way that jets reach an energy
equilibrium state. Thus, with regards to oceanic jets, a term like “eddy-sustained jets”
would be more appropriate. We studied the jet dynamics over gentle topographic slopes
and this work may not be applicable everywhere in the oceans. This study would be more
helpful in understanding the formation of jets in regions where topographic gradients are

small.

This general eddy effect may also be important in understanding the dynamics of
other large-scale flows in the oceans. For example, topography plays an important role
in the Southern Ocean dynamics where eddies have strong control over the strength of
the Antarctic Circumpolar Current (ACC) (Hallberg and Gnanadesikan, 2006; Munday
et al., 2013). It is seen that eddy activity is significantly enhanced over rough topography
and most of the upwelling and particle transport occur over major topographic features
(Thompson and Sallée, 2012; Tamsitt et al., 2017). This local increase in eddy activity
is seen to be associated with strong topography-mean flow interactions and eddy mixing
is also enhanced at ocean mid-depths over topography (Lu and Speer, 2010; Abernathey
and Cessi, 2014; Youngs et al., 2017). Although the results of this thesis do not apply
directly to such scenarios as we only studied the impacts of mild topographic slopes,
strong jet-topography interactions and enhancement in eddy activity were also observed
in our idealised baroclinic QG model simulations. Thus, idealised QG experiments could
be helpful in studying the effects of topography in the oceans, where the dynamics are

complex because of continuous interactions among a wide range of spatiotemporal scales.

Eddies play a major role in the large-scale circulation in the oceans as well as in
the atmosphere. Thus, it is crucial to understand how eddies redistribute momentum

and buoyancy, which then affect the large-scale flows. In this thesis, we observe that
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the strength of eddy buoyancy fluxes is enhanced over topography and the strength of
eddy momentum fluxes is closely linked to horizontal PV gradients. Topography also
modifies PV gradients; hence, topography can have an indirect effect on eddy momentum
fluxes. In this work, we only studied the jet dynamics over mild topographic slopes in
the two-layer QG model, which assumes a fixed vertical stratification. Idealised primitive
equation model experiments are needed to quantify the topographic effects on eddy fluxes
and the large-scale circulation in the oceans. The results can then be compared against
outputs from global ocean models and observational datasets. Such studies would shed
some light on the impacts of geostrophic eddies on ocean mixing and material transport
in the presence of topography. These idealised studies might even be helpful in incor-
porating topographic impacts in eddy parameterisation schemes, as conventional eddy
parameterisation schemes do not account for the topographic effects, which can result in
unphysical solutions (Adcock and Marshall, 2000). Finally, the analyses presented in this
thesis are based on the Reynolds decomposition of the flow field into the time-mean and
eddy components in a non-stationary frame of reference, and in the future it would be
useful to consider other decompositions (e.g. Berloff, 2005a), which are more relevant for

parameterising the involved eddy effects in non-eddy-resolving or eddy-permitting models.
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COORDINATE TRANSFORMATION

A.1 GOVERNING EQUATIONS IN A ROTATED NON-STATIONARY FRAME OF REFERENCE

Here, we derive the governing equations for the two-layer QG system in a frame of reference
that is moving with a constant velocity and rotated from the zonal direction. For this
purpose, we use the governing equations in the original xy coordinate system, which are

given as

+ VV477Z11‘ - 6Z-27V2@/),~, (A].)

B Jy ox

O, ol [0 oI,
ot o Oy +( _%Ub)

where

I, = V9 + €Si(v2 — 1) + (B + €S:Up)y + 02T (A.2)

Here, i = 1 (i = 2) indicates the top (bottom) layer, d;; is the Kronecker delta and
€1 = —€3 = 1. The rest of the parameters are the same as in equations (2.1-2.2). The
new coordinate system pq is rotated by angle 6 and propagating with a constant speed ¢

in ¢ direction (see figure 3.3). It can be shown that

y =qcost + psinf + ctcosb,
x = —qsinf 4+ pcost — ctsinb. (A.3)

Using the relations above, the governing equations in pq coordinate system can be

written as (note that, in the moving frame of reference 9/0t — 9/t — ¢9/0q)

[2 — cg} I, = — (5% — 0;1Up sin 0) (98Hi + (% — 0;1Up cos 9) %Hi

ot 0Oq Op q dq p
+1/V41/12-— 12’7v2¢i, (A4)

77



where

Q1 )

A\

II, = rv% + S1(tg — 1) +(6 + S1Up) (g cos @ + psin @ + ct cos h),

Q2 (A.5)
Iy = Vg + So(1hy — 1ba) +(B — SoUy) (g cos § + psin § + ct cos 6)

+7,.(—gsinf + pcosf — ctsin0).

The variables are a function of (p, ¢,t). Equation (A.4) can be further expanded as

0Q;
dq

9Q;i

0Qi 0¥ 0Q; +8wi 0Q;
op

ot dp Oq dq Op

— 0;1Up cos 0

+ (51‘1Ub sin 6 + C)

— (B + €:S:Uy) cos 0 — 65T, sin 0] aa¢i + [(B + €:S;Uy) sin 0 + 0;5T, cos 0] %¢i
D q
+ vV — 87V (A.6)

A.2 PV BUDGET IN THE STATISTICAL EQUILIBRIUM

In order to analyse the role of eddies in potential vorticity (PV) balances, we isolate

the contributions of the mean flow and eddies by decomposing the variables into the

time-mean (Q);, ¥;) and eddy components (Q)}, v

/
[

[2 - Cﬁgq] (Q,+ Q) =— (M — U, sin 0> (M + (B + S1Up) cos 9)

) in equation (A.6),

ot op dq
+ (—a(wlaz ) Uy cos 0) (—a(Qla—; @) + (B + S1Up) sin 0) + vV (i, + ),
(A7)
|:% _ c%] (@z X Q;) _ _a(¢2@;’ ¢é) <3(Q2aj]_ QIQ) 4 (5 o SQUb) cosf — Tm Siﬂ9>

+8(% + %) (8@2 + Q5)

dq ap + (8 = SoUs) sin 0 + T, cos «9)
V(g + 1) — YV (P + 1)

(A.8)

We then average the above equations over time to derive the time-mean equations.
Note that Q) = v] = 0 and ‘9%' = % — ) (the time-mean profile of the jets is a function

9] op
of ¢ only),
0Q,  9Q, Iy 0y .00, 0Y1 0Q I o
_ = _ — A.
5 ¢ 24 o 0 +Upsind a4 + 90 o +(6+51Up) sin 6 2 +vV*iihy, (A9)
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0Qy  0Qy _ 01500 L 0504,
Jq

2 477 277
ot dq o Op Oq dq Op + Vi, =y V71,

(A.10)

+ (8 — SaUp) sin @ + T, cos ) ——

The time-derivative terms vanish in the equilibrium and we have only retained them
here for clarity. We further introduce velocity (w; = (u;,v;) = (—0;/0q, 0v;/Ip)) and
relative vorticity ((; = V%;, where V = (0/dp,0/dq)) to represent the nonlinear terms

in the flux form (V.u’; = 0 from the continuity equation). The final time-mean equations

are
% = —V.(WQ)) + (¢ + Uy sin9>ag%1 — (B4 51Uy sing-w +0VG, (AL
% = —V.(wQ5) + caa_% — (8= 82U sin§ + Ty cos ] - iy + vV, =7, (A12)

A.3 ENERGETICS DERIVATION

In order to derive energy equations, we multiply equation (A.6) by —H;; and add the
layer-wise equations. We first look at the time-derivative term (note that H;S; = HySs),

N Z Hﬂ/)l (V20 + €Si(3bs — 1)]

awl Siawg
= ZH{ (Vi) + \WPW% +3 at}
—17‘-7151¢1aw2 HQSQ%awl
2
= DT T 4 IV (T + S
—H151¢1a¢2 252%&?1

0 | <~ H; H,S
= o DSV (W — ) +ZHV{ (Vi) + Vi ﬂ

=1 J/

— PE
KE

(A.13)

In a similar manner, we manipulate the nonlinear terms. These are first written in

the flux form by using the condition V.u; = 0,
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2

= Z szz{ 6p aq + B ap}—;mwiv

2

0
= Z H; [ (ViwiQs) — M ] = Z: HiV - (yiwQ;).  (A.14)

We now work with the linear terms. We manipulate the terms having ¢; and Q;

separately and then add them at the end,

= —H177Z11 |:(ﬁ + SlUb) (— COS Qaipl + 8 988—7721>:|

_Hz%[ (B — SoUy) cos O — T, sm@]aip?Jr[(ﬁ S,U,) sin @ + T, cos 6] 8722}
OS82

+E {[(ﬁ — SoUyp) cos @ — T, sin 0] 881/}2

5 (B — SaUp) sin @ + T, cos 0] 1/12]

Jdq
(A.15)

We also have,

=  —Hi [(Ub sin 6 + C)ﬁiql — Uy cos Haa;%} nggc—

=  —Hp [(Ub sin§ + c)(%

—H2¢20§q(v2¢2 + S5(11 — 1))

(V1 + Si(v2 — 1)) — Uy cos 9%(V2¢1 + S1(2py — %))}

=  —H(Uysinf+c) L%(V (Y1 V) — (%V%) \lelﬂ
+H, Uy cos 0 [a%(v (W1 V) — (%Wl) — %%WIQ}
Hye [aﬁqw (Vi) — (%v¢2> _10 |v¢2|2}
—H,S,(Uysin6 + c) <¢188_¢; - %88—7’?) + H,S,Uy cos 0 (%aa—lf - %aa_@f)
—H,S5¢ (% 01 _ %88—125) . (A.16)
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We can now add equations (A.15-A.16) and some of the terms cancel out.
- ZH b b ) 2| + 5oL (I + Fal Vsl + H1S (0 — 1))
25, 59g VY 2| V2 191(P1 — P

Zl [ () - (&“ vwl)}

+H1Ub cos 6 {%(V . (¢1V¢1)) - (%V'@bl)}

+Hq U, (— COSHQ + sin 60— 9 ) !V%P + H,5,U, (cos szlip — sin B4y aqu) ’

dp
(A.17)
where
H H )
ki = —IB cos b, ks = —715 sin @
H2 H, .
ko = [(ﬁ SolUp) cos @ — T, sin 0], kay = —7[(6 — S3U,) sin @ + T, cos ]
I, = —Hl(Ub sinf + ¢),ly = —Hac J
(A.18)

In equation (A.17), except for the last term, all terms can be represented in the flux
form, i.e. (V- B). This means that the integrals of these terms over the whole domain
vanish in our system due to the imposed periodic boundary conditions as there is no flux

input/output from the boundaries.

Finally, the dissipation terms are worked out below,
2
= v Z Hip Vs + yHyhy V1by
= —v Z H; [V - (4iVG) = Vi - VG + 7Hy [V - ($:Vs) — [Vihs|?]

= v Z H; [-V - ($VG) + V- (GV) — ] + 7 Hy [V - (¥:2Vi2) — [V,

(A.19)

where ¢; = V% is the relative vorticity. The relation above shows that the system loses

energy through viscous dissipation and bottom friction.

A.3.1 ENERGY BUDGETS OF THE MEAN FLOW AND EDDIES

We now add expressions (A.13-A.19) to analyse the energy budget of the two-layer QG

system. We further integrate the energy equation over the whole domain and average in
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time,

0

/A%(ﬁ—f—ﬁ) — % +/H151Ub (COS@@/}I% _Slnewladj)
_/Ay;H ¢ 2_/147H2|Vw2_’2’ (4.20)
where 2
KE= Z %|V¢Z|27PE = HlSl (77/}1 77Z)Q)Q (A,21)
i=1

All terms that can be represented in the flux form are contained in V - B and these
terms vanish in the domain integrated energy equation. Thus, in the absence of forcing
and dissipation and terms, i.e. U, = v = v = 0, the total energy of the system is

conserved.

In addition to the total energy budget, we also derive energy budgets of the mean
flow and eddies. This is helpful in analysing the energy exchanges between the large-scale
flow and transient eddy field components. Also, the energy gain by the mean flow and
eddies directly from the imposed background vertical shear can be computed. We first
decompose the full field into the time-mean (¢;, @,) and transient eddy field (v, Q).

Note that ¢; = 1, + ¢}, Q = Q; + @} and ¢, = Q' = 0.

In order to derive the energy equation for the mean flow, we multiply the equation
(A.6) by —H;), and follow the same steps shown above. The final equation integrated
over the whole domain and averaged in time is (domain integrals of the divergence terms,

iLe. [ 4 V- B vanish and are not shown),

/ %(ﬁmﬂﬂﬁj / ZHQZuI Vi + / H,5,U, Cosﬁgbli—m 9¢18w2
A \_V_/

=0
2
_ / v HIGP - /  Hy V5[, (A.22)
A A

where
2

Hy\
KEy =Y S Vi, PE, =

=1

Hlsl

LG, — ), (4.23)

The second term on the right-hand side (RHS) in the above equation indicates that
tilted jets can gain energy directly from the background flow as sin@ is nonzero. The
first term on the RHS (contribution from the Jacobian term in the original PV equation)

does not vanish here and it represents the energy exchange between the jets and eddies.

82



The rest of the terms on the RHS represent the energy loss from the mean flow through

viscous dissipation and bottom friction.

Similarly, an equation for eddy energy can be derived by multiplying the equation

(A.6) by —H;¢. and integrating over the whole domain as well as averaging in time,

/Q(KEe"i_ﬁe) = /ZHQ’LUI Vi +/H1S1Ub COSQw’ 1/}2 an
4 Ot
—/VZHJCW—/%\W&P, (A.24)
A =1 A
where ,
H; , H,S ,
KE = SV, PE. = =0 — vp)*. (A.25)
i=1

The first and second terms on the RHS represent the eddy-jet energy exchange
and eddy energy gain from the background available potential energy, respectively. The
energy gain by eddies from jets through jet-eddy interactions is energy loss for the mean
jets. Thus, the first terms on the RHS in equations (A.22,A.24) are equal in magnitude

but are opposite in the sign. This can easily be shown as,

/AQiui VY, = Qivs - V(1 — 1)

= AQiui-V@Di—/AQiui'V%
/O
- | @ T avul - [Quevi (a2

The first terms on the RHS in equations (A.22,A.24) can be further simplified to

Qi - Vi = Qpuf - Vi
Qiu; - VY = Qi - VY (A.27)

A.4 LINEARISATION OF THE GOVERNING EQUATIONS

We linearise the governing equation (A.6) around the time-mean state of the tilted, drifting
jets. In this scenario, the time-mean flow is a function of ¢ only, i.e., 1; = f(q) and

i /Op = 0 and satisfies the governing equation; hence, we have

—(c+0;1 U, Slﬂ@)g (V20 + €Si(0y —0y)] — [(B+ &SiUp)sin + 65T, cos 0] 681’2
= vV, — 0y V21, (A.28)
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In order to derive the linearised equations, we then substitute v; = 1,(q) + ¥/ in
equation (A.6) and ignore the non-linear terms. We further use the relation (A.28) and

the final linearised equation is

0 0 o v
[E —Ca—:| [Vziﬁ +€ S(% wi)} 81/} a [V w T z(dj wl)}
(8 + €SiUs) cos 6 — 65Ty sin 6] %ﬁ aal/; 7 [V + €:8i(vby — 1))
—[(B + €:S;Up) sin 0 + 6,57, cos 0] sm@a(;g
+0;1 U (— sin 9% + cos Qaﬁp) {VQM» + €5; (1 — wi)}

= vV, — 0,07V, (A.29)

Let O1,;/0q = —;, which is the along-jet mean velocity. The linearised equation

can be written as

8 / a a / / /
5 (V20 essi(ws —up)] + [Ai—apwi—aq} (V0] + eSi(0h — 4]
i p O iyt 5

where
Ay = Uycost + 1y,

AQ :ﬂ27
By = —c—U,sinb,
BQ = —C,

) (A.31)
= (B+ S1Up) cos 0 — uy) + Sy (uy — uy),

= (B8 — SaUp) cos O — T, sin 6 — wy + So(Us — 1),
D1 = —(6 + SlUb) sin Q,
Dy = —( — SaUy) sinf — T, cos 6.

J

For the linear stability analysis, we assume solutions of the kind ] = ¥i(q)e =1
for the perturbation terms, where [ is the wavenumber along p direction, and w is the

frequency.

—iw —ZQLEi + 1;1" + eiSi(ng — 1;1)] + {Al% + Bl(%} [—Z%Zi + QZ;/ + ez‘Si(% - 121)]
+ ilCﬂEi + Dﬂ% = V(f%i =+ 7%”/) + 5@'27(127722' + J’?)

(A.32)
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We then use finite-difference discretisation in direction ¢ to solve the above equa-
tions. This results in a system of equations, which can be represented in a matrix form

as

wGY = Hi), (A.33)
|IG'H — wI| = 0. (A.34)

Here, G and H represent the coefficient matrices, and 1 is the set of all eigenvectors.
We then impose periodic boundary conditions at both ends and solve the eigenvalue

problem for all possible values of the wavenumber /.
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JETS IN CHANNEL SIMULATIONS

B.1 JET TILT AND DRIFT IN A CHANNEL SIMULATION
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Figure B.1: Adopted from Khatri and Berloff (2018a). Tilted, drifting jets in a channel simulation; (a,b):
Snapshots of the PV anomaly field in the top layer (V211 +S71(12—11)) and bottom layer (V9o +So (11 —12))
for the medium-slope configuration (colorbar units are in s™!); (c,d): Hovmaller diagrams of the PV anomaly
field in both layers (PV along a meridional cross-section is plotted against time). v = 50 m?s~! and v = 1078

s~! were used in the simulation. The rest of the parameter values were the same as in table 2.1.

In order to verify that jets tilt and drift over a sloped topography irrespective of

the boundary conditions, we ran channel simulations. We imposed partial-slip boundary
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conditions on the meridional boundaries,

Py 10

on? « On -

0, (B.1)

where 1); is the layer-wise velocity streamfunction and o = 120 km. n is the unit vec-
tor, which is normal-to-wall and faces inward. This condition is imposed to parameterise
dynamically unresolved near-boundary processes (Berloff and McWilliams, 1999). Along
with this boundary condition, we also ensured no normal flow on the meridional bound-
aries. In this simulation, we used a larger 7200 km square domain with 2048 x 2049 grid
points to verify that the tendency of the jets to tilt and drift does not depend on the
domain size and grid resolution; however, the tilt angle and drift speed might differ due
to boundary effects. In the simulation, we used v = 50 m?s~! and v = 1078 s7!, and
the rest of the parameters were the same as given in table 2.1. As seen in figure B.1,
the jets tilt from the zonal direction (tilt angle ~ 5°) and drift meridionally with a speed

of about 0.2 cm s~ 1.

The jet dynamics are more complex than in the doubly-periodic
simulations. The drifting jets transport PV in the north-south direction and this results
in the accumulation of positive or negative PV anomalies near the boundaries. Further, a
secondary circulation develops that transports PV along the boundaries (not shown) and,
as a result, the domain integrated PV remains conserved. These secondary circulations
may be important around continental boundaries; however, impacts of these circulations

are not studied in this thesis.

B.2 J AND Z MODES IN A CHANNEL SIMULATION

Similar to the doubly-periodic simulations, EOF analysis was performed on the stream-
function field in a channel simulation to confirm the presence of the J and Z modes
(figure B.2). The spatial flow structure is quite complicated due to the presence of the
meridional boundaries; nevertheless, the tilted J and purely zonal Z modes are visible,
especially in the northern and southern halves of the domain. Here, the J and Z modes
propagate southwards and northwards, respectively (see Hovméller plots in figure B.2),
and the power spectra of the PCs corresponding to these modes show distinct peaks in

the frequency space indicating the propagation with roughly constant speeds.

B.3 EOFS IN DOUBLY-PERIODIC SIMULATIONS

In chapter 5, we only discussed the first four EOF's, which capture the J and Z modes.
Here, we show the first twenty EOFs (figure B.3) obtained from the EOF analysis corre-
sponding to the simulation in figure 5.1. In addition to the J and Z modes, higher EOFs
also have a large-scale structure and are present at lower wavenumbers than mesoscale

eddies. Most of these EOFs appear in pairs and this indicates that they propagate.
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Figure B.2: The leading EOFs of the streamfunction field in a channel simulation; (a) EOF1 (b) EOF3. The
upper-layer spatial structure of the EOFs is shown in the top panels and the Hovmoller diagrams of the J and
Z modes reconstructed using the EOFs and their PCs are shown in the middle panels. The J and Z modes
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Figure B.3: The first twenty EOFs of the streamfunction field in the doubly-periodic simulation corresponding
to figure 5.1. The panels show the spatial structure of the EOFs in the top layer. The colorbar range is [-1,1],

blue to red. The first twenty EOFs capture more than 90% of the variance.
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